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Executive Summary

SPICE is an EU H-2020 project dedicated to research on novel methods for citizen curation of cultural heritage
through an ecosystem of tools co-designed by an interdisciplinary team of researchers, technologists, and museum
curators and engagement experts, and user communities.
This document describes the interfaces designed to support the citizen curation activities defined in the SPICE
project. The interfaces designed in SPICE can serve as inspiration for others building systems to support similar
citizen curation activities, and as such have value in themselves. However, our contribution goes further and takes
the form of the inSPICE framework, released as open source, which abstracts and generalizes a good part of the
interfaces of the SPICE use cases, thus facilitating the construction of similar systems by other museums in the
future. In addition to the collection of reusable components, inSPICE provides a collection of “templates for citizen
curation activities”, where a user, typically museum personnel, can instantiate and configure a given citizen curation
activity.
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1 Introduction

The SPICE project builds on the growing trend for museums, rather than providing an authoritative view, to present
multiple voices related to their collection and exhibitions. In SPICE, an approach we term citizen curation is proposed
as a way of supporting visitors to share their own interpretations of museum objects and reflect on the variety of
interpretations contributed by others.
This document describes the interfaces designed to support the citizen curation activities defined in the SPICE
project. The main source for these interfaces are the 5 use cases developed in the project (see also D2.5, “Method-
ological toolkit for citizen curation”, and D7.7, “Case studies progress and plan”, for more information on the use
cases), although some additional interfaces for citizen curation have been developed independently from the use
cases and will also be described here.
The interfaces designed in SPICE can serve as inspiration for others building systems to support similar citizen
curation activities, and as such have value in themselves. However, our contribution goes further and takes the form
of the inSPICE framework, released as open source, which abstracts and generalizes a good part of the interfaces of
the SPICE use cases, thus facilitating the construction of similar systems by other museums in the future. In addition
to the collection of reusable components, inSPICE provides a collection of “templates for citizen curation activities”,
where a user, typically museum personnel, can instantiate and configure a given citizen curation activity.

1.1 SPICE in a nutshell

SPICE provides scripted support for a range of citizen curation activities (see Figure 1 – the numbers in the de-
scription refer to items in the figure) [1]. SPICE proposes a distributed architecture leveraging Linked Data, where
each system has access to a number of objects, whether provided by one or more museum content management
systems, other repositories, or contributed by citizens (1). Each system has its own autonomy in modelling and
managing data, including specific ontologies (2).

Figure 1.1: SPICE in a nutshell.

Systems in SPICE implement “citizen curation scripts” (3). Each script is made up of a combination of interpre-
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tation activities (e.g. collecting, artefact analysis) and reflection activities (e.g. search, visualizing similarities and
differences). These scripts differ across the systems to fit the specificity of use cases and may organize activities
into different orders. For example, the citizen may see an overview of what contributions others have made (i.e.
reflection) before and/or after making their own contribution (i.e. interpretation). Interpretation activities have been
developed that draw on various curatorial methods related to the study, interpretation and communication of museum
objects, such as collecting, artefact analysis, storytelling, and exhibition design (4).
Interpretation activities in SPICE vary depending on the level of involvement required in order to appeal to both
casual and engaged visitors:

Collecting Activities inspired by collecting enable visitors to produce their own collection (5). Casual activities
involve letting the visitor explore the (virtual or physical) museum space and constructing a collection based
on their interest. More engaged activities involve the visitor finding objects in response to challenges in a form
of treasure hunt.

Artifact analysis Activities inspired by artefact analysis enable visitors to offer their own interpretation in response
to particular objects (6). Casual activities involve associating a caption or title with an artwork. More engaged
activities involve telling a story related to, for example, the characters, setting or theme of the artwork.

Developing exhibitions Visitors can also be assisted in developing their own exhibitions (7). Methods are used to
lead the visitor through a curatorial design process in which they thematically organize and present a series of
objects.

Methods of reflection enable those interpretations to be used to foster mutual understanding and support research
(8):

Searching and browsing previous interpretations Forms of analysis include the searching and browsing of con-
tent and the identification of similarities and differences across contributions. Searching and browsing activities
can be used to suggest to the user alternative interpretations of the same object in order to encourage them
to recognize and take multiple perspectives (9).

Community visualization, intra-group variety Visual analytical tools support the user in understanding more
broadly the variety of responses produced by a particular activity (item 10). Visualizations emphasize the
variety rather than the popularity or similarity of opinions.

Community visualization, inter-group similarity Visual analytical tools also support the investigation of similari-
ties across different groups enabling citizens to identify issues of common concern rather than just emphasize
average differences in response (11).

1.2 SPICE interfaces

In the SPICE project, a number of interfaces have been developed for different systems and for different purposes.
The 5 use cases exemplify different citizen curation scripts, each of which consists of several activities that may
or may not be technologically supported. For example, in the case of the Hecht Museum there are 3 fundamental
phases in the activity, one, in the school, before the visit to the museum, another during the visit to the museum,
and a third one after the visit to the museum, again in the school. In this case, all three activities have technological
support, as web applications, although each activity has a specific interface. In contrast, in the case of MNCN, the
structure is similar in terms of the 3 phases (school, museum, school) but only the museum visit is technologically
supported.
In SPICE, authoring tools are especially relevant because experience authoring is a form of citizen curation, when
someone outside the museum staff is able to design an exhibition for others. This is why in several of the use cases,
in addition to the experience “consumption” interface, an authoring interface has also been developed to support
someone with no previous experience in designing such experiences.
Most of the use cases in SPICE have been implemented for the physical museum space. However, SPICE also
includes some interfaces for the virtual museum space, using virtual reality, or for extending the physical visit with
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augmented reality. In any case, it is important to emphasise that the emphasis of SPICE is not so much the interface
of the visit but the interface that supports the interpretation and reflection activities, independently of the way of
visiting the museum space.
In addition to the interfaces for the specific activities, this document describes the inSPICE system. inSPICE is the
main outcome of WP5 because it brings together a significant part of the interfaces developed in SPICE into a single,
modular, reusable and extensible system, designed to make it easier for other museums to implement the citizen
curation activity interfaces defined and tested in SPICE, as well as new variants of these activities, at low cost. For
the development of inSPICE we have followed a bottom-up approach, from the use case prototypes to the templates
and components in the underlying framework. From the individual prototypes, we have identified those interface
components that can be integrated into a common framework and implemented them.
The rest of the document runs as follows. Chapter 2 describes the main interfaces related to citizen curation devel-
oped in SPICE, except for the community visualization tools that are described in Chapter 3. Chapter 4 introduces
the general architecture and common components of the inSPICE system, while chapters 5, 6, and 7 goes into the
specifics of the three main script families supported by inSPICE: visual stories, multistage forms and escape rooms,
respectively. Chapter 8 includes a more technical description of the underlying inSPICE framework.

3
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2 SPICE Interfaces

This chapter describes the interfaces designed to support the citizen curation activities defined in the SPICE project.
These interfaces can serve as inspiration for others building systems to support similar citizen curation activities, and
as such have value in themselves.

2.1 DMH

In this section, we will showcase the use case of the Design Museum Helsinki (DMH) in Finland, which provides
a unique VR immersive experience that allows users to interact with various artifacts from the museum collection
through VR glasses. This use case is a classic example of Artifact analysis, which involves the systematic exam-
ination of material objects to better understand the culture and history of the people who created and used them.
Below, we will present a series of screenshots with captions illustrating the steps involved in using the application
and the experience that the user goes through when interacting with these artifacts.
Before a recurring participant from any end-user communities of the Pop-up VR Museum arrives, a user account is
set up for them. A user wears the portable VR headset, grabs the controllers, enters the VR environment, and is
ready to begin their experience, as shown in Figure 2.1.

Figure 2.1: VR set-up.

At the beginning of the experience, the virtual environment is surrounded by DMH artefacts. Three (3) language
options (Finnish, English, and Swedish) are presented for the whole experience and the user has to select a preferred
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one using the VR controller in one of their hands. After selecting the language, age groups are offered for selection,
as shown in Figure 2.2. Once selected, the visitor is ready to enter the experience, as shown in Figure 2.3

Figure 2.2: Language and age selection

Now, in the main scene, users can select their avatar amongst three different DMH artefacts, and once selected, the
virtual body transforms into that of the avatar, as shown in Figure 2.4
In the main scene, categories of objects are available for selection, and once a category is selected, different objects
from DMH collection belonging to that category are displayed ready for interaction, as shown in Figure 2.5 where the
category “chair” has been selected.
Once a partircular object is selected, options for interaction are presented to users, including: i) Read, ii) Listen, iii)
Immerse, or iv) Contribute. Figure 2.6 shows the options for interaction after selecting the Pastille chair.
On selecting “Read”, written stories contributed by other users or workshop participants are shown on a book placed
on the table. On selecting “Listen”, an audio-recorded story along with the transcribed and translated text in the
preferred language contributed by other users or workshop participants is presented. Both interfaces shown in
Figure 2.7
Upon selecting “immerse”, a user receives a different perspective of an artefact, such as going inside it or being
surrounded by it, as in the example shown in Figure 2.8
Figure 2.9 shows the interface when selecting “Contribute”, where a keyboard pops up in the virtual environment
and users can type a short story connected to the selected artifact. In addition, options are presented for selecting
DEGARI emotions to describe the feelings inspired by the artefact.
After selecting emotions, the cycle continues again with the categories for object selection.
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Figure 2.3: Entering the experience.

Figure 2.4: Avatar selection.
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Figure 2.5: Category selection.

Figure 2.6: Options for interaction.
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Figure 2.7: “Read” and “Listen” interaction interfaces.

Figure 2.8: “Immerse” in an artifact.
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Figure 2.9: “Contribute” interface.
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2.2 GAM

The GAM Game represents the main use case proposed by the Galleria d’Arte Moderna in Turin, and revolves around
the notion of storytelling. Within this activity type, users can create short stories by collecting and sequencing the
artworks from the museum collection, and add a personal response to each of the artworks in the story; as such,
the GAM Game can be seen as an instance of a collecting and artifact-analysis interpretation activity. Stories can
be created at any time before, during and after the museum visit.
Personal responses can consist of simple tags, text comments (created from a catalogue of templates: [the artwork]
makes me feel . . . , [the artwork] reminds me of . . . , etc.) and emojis. More than one element per each category (or
none) can be added to each artwork in the story. The user can also upload a single image from their device as a
response to an artwork.
Stories can be saved in the user’s personal space associated to their account and later deleted (but not edited). In
order to identify them, and also as part of the creative process, users are prompted to give a title to each story as a
precondition to saving it.
After creating each story, the user receives a set of recommendations of artworks and other stories based on the
emotions assigned by the DEGARI reasoning service from WP4 to the artworks in the story (in turn, these associ-
ations are inferred by DEGARI from the text content which accompanies the artwork: artwork description from the
collection record, user comments, etc.). Recommendations are of two types: they concern artworks associated with
the same or similar emotions, and artworks associated with emotions of opposite polarity. If accepted, a recom-
mended artwork will be attached to the story. In this way, the GAM Game provides methods of reflection based on
searching and browsing previous interpretations, emphasizing diffences and simmilarities across the contributions
of different users.
Once shared, stories are associated with the artworks in the museum collections, and can be browsed by the other
users, who can express their appreciation to them through likes, in the style of social media. With this context in
mind, we will now elaborate on each of the application flows in more detail, including screenshots to illustrate their
use in a more visual way.
The museum visitor’s perspective for the GAM Game activity template is provided via a web application contained
within the inSPICE system designed to explore the different works of the collection included in the activity instance
and interact both with them and with the contributions of other participants in the game. The application was designed
taking into account that the main use case requires the museum visitor to access the activity’s website from their
mobile device while in the corresponding section of the collection, but it is also adapted to desktop browsers to
further allow these types of interactions on a computer after returning home from the visit. All the flows we will show
below currently support dark mode as well as toggling between English and Italian as interface languages.

10
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The user’s navigation experience in the application starts with a simple welcome screen, where general information
and high-level instructions on the various game options are provided. This interface can be seen in figure 2.10. It
is worth mentioning here that access to this flow is protected by the login by session name and user ID system
described in section 4.3.

Figure 2.10: Home screen for the museum visitor’s perspective on an instance of the GAM Game activity.

11
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By clicking on the hamburger icon located in the upper left corner of the application, the user may find navigation
links to the different functionalities offered within the game (figure 2.11a): the home screen (Home, already mentioned
above), collection (Collezione, to explore the works included in the activity), QR code (QR code, to scan a QR
code placed in the museum to directly access the details of the scanned work), create a story (Crea una storia, to
start the creation flow of a new story/interaction with the works in the collection) and my stories (Le mie storie, to
consult and manage the stories created by the current user). Additionally, in the upper part of the menu it is possible
to consult the current session identifier (notte in the example) and the active user (JgevtrSb in the screenshot), while
the lower part of the menu offers the option to log out of the activity (Sign Out).

(a) Detail of the side navigation menu (b) Browsing interface for the works included in the
activity

Figure 2.11: GAM Game

Within the collection interface (figure 2.11b) it is possible to browse a list of the works added by the curator to the
current activity, including for each work a preview of the associated image, its title, and its author. The user can
choose to scroll through the works until they find one that piques their interest, or they may use the search engine at
the top of the list to find those works that include the specified text in their title or author fields. Clicking on any of the
pieces in the list redirects the user to the artwork detail interface, which will be described below.
The artwork detail interface (figure 2.12a) provides an extended version of the information of the selected artwork

12
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where, in addition to its title and author, further information of interest is included, such as the technique used for its
creation or the year in which it is dated. It also includes the image associated with the work in higher quality and size,
as well as two links in the upper right corner of the card that can be used to explore all the stories that reference the
current work (STORIES) or return to the gallery view of the activity’s works (GALLERY), respectively.

(a) Artwork detail interface for selected artwork (b) Story browsing interface for stories that
reference the selected artwork

Figure 2.12: GAM Game

By clicking on the stories icon it is possible to access an interface allowing the user to explore the stories registered
in the application that make use of the selected work at some stage (figure 2.12b). The stories shown in this listing
can belong to either the active user or to any other user who has participated in the activity for any given session. For
each of the stories in the interface, a thumbnail is displayed including a preview of the images associated with all the
artworks referenced throughout the story, as well as the title assigned by the author at the time of creation below that
preview. As was the case with the collection section, a search engine is also offered here allowing the stories to be
filtered to show only those containing the specified sequence of characters in their title. In terms of navigation, two
links to the artwork detail screen and the activity’s artifact gallery are provided in the upper right corner of the panel,
while a convenience button to initiate the creation of a new story remains fixed to the lower right corner. Clicking on
any of the stories redirects the user to the story viewing flow, but we shall defer the details of this flow until later.

13
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As mentioned before, the creation flow of a new story can be accessed through the side menu by clicking on the
option to create a new story, or from any interface intended to show a list of contributions, by clicking on the red
button located on the lower right corner of the application. This flow begins with the opening interface shown in the
figure, where a short introduction is presented as well as the minimum and maximum number of works that the user
will have to choose in the creation process. Clicking on the start button (INIZIA) leads to the first artwork selection
stage.

(a) Introduction (b) Selecting an artwork from the collection

Figure 2.13: GAM Game story creation flow

The story artwork selection stages (figure 2.13b) are closely related to the collection interface, in that they display
the artworks available in the activity along with previews of their associated images, title and author, with a search
engine for these last two fields, but differ in that clicking on one of the artworks leads to selecting it as the artifact
about which the user will make a contribution in the next phase. This occurs after a confirmation window prompts the
user if they are sure that the selected work is the desired one, though in the next phase it will be possible to return
to this point if the user changes their mind about the chosen work. The artworks shown in this list are randomly
ordered, in an attempt to allow the user of the application to discover new artifacts that they may not have seen so
far.
Once an artwork has been selected, the application moves on to the interaction phase (figure 2.14a) where the user
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can choose between different methods to add their own contributions related to the chosen piece. The first of these
methods can be seen below the image of the work in the example, and poses three prompts or response starters
intended to inspire and motivate users to make their contributions to the work. These prompts are “makes me think
of...” (thought cloud icon), “reminds me of...” (rewind in time icon) and “makes me feel...” (heart icon), and the user
can complete any of the phrases by clicking on the corresponding icon and filling in their response in the text box.
In principle, the user can respond to as many prompts as he/she wishes, and the contributions to each of them are
recorded. It is also possible not to respond to any of them, but in the latter case the application will require the user
to make a contribution in the form of emoticons or labels, mechanisms that we will discuss below.

(a) Adding interactions with chosen artwork (b) Add interactions in the form of emojis

Figure 2.14: GAM Game story creation flow

The second method of making a contribution can be seen in figure 2.14b and involves the selection and positioning
of one or more ”emoticon stickers” over the image of the artwork. These emoticons are chosen so that they can be
used to express common emotions such as joy, fear, disgust, amusement or sadness, to name a few examples, in
order to make the resulting contributions easily interpretable. To access this type of interaction, the user can click on
the sticker icon in the top right corner of the image of the work and select the emoticon they wish to place.
Alternatively, by selecting the icon to the left of the emoji button, it is possible to add contributions in the form of
tags placed on top of the image of the artwork. After clicking on the tag button, the user can type in a tag and, after
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confirming the text, move it to the desired location on top of the image (figure 2.15a). Both emoticons and tags can
be deleted at any time by clicking on the bin icon in the top right corner of the image, and then selecting the item to
delete as shown in figure 2.15b.

(a) Adding interactions in the form of tags (b) Remove tags or emojis

Figure 2.15: GAM Game story creation flow

The above process of work selection and interaction will be repeated iteratively as many times as necessary until
the user has reached the minimum number of works required to build a story according to the activity configuration.
Once this number is reached, however, and assuming that the maximum number of works to be added to the story
has not been reached, the user will see a screen like the one in figure 2.16a after finishing each of their contributions.
At this transition stage, the user is asked whether they wish to continue with the creation of the story or whether they
would prefer to record it as it is at the moment. Choosing the first option launches a new iteration of selection and
annotation of works, while the second option leads to the recommendation stages.
Once the user decides to close their story, the application presents them with two complementary stages in which
a series of works are listed that evoke similar or opposite emotions to those evoked by the artworks chosen by the
user in their story (figure 2.16b and 2.17a). This is done by making a call from the inSPICE server to the Degari
reasoner using the artworks included as input for the recommendation. At this point, the user can choose to add
any of the artworks shown in their own story, without these counting towards the maximum artwork limit set in the
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(a) Continue or send story (b) Recommendation of artwork with similar
emotions

Figure 2.16: GAM Game story creation flow

activity. In this way, the museum visitor is given greater exposure to elements both related to and opposed to their
original intention. By clicking on the end of creation option (FINITO in the example), the last phase of the process
proceeds.
Finally, at the story submission stage (figure 2.17b) the user is asked to enter a representative title for their story
before it is finally sent to the server by clicking on the submit button (Invia la storia).
Once a story has been created, the visitor will be able to consult it under the ’my stories’ section of the navigation
menu, along with all the other stories that have been created so far (figure 2.18). In this interface it is also possible
to delete previous stories that the user does not wish to keep in the system database, by clicking on the recycle bin
to the right of the story title.
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(a) Recommending artwork with opposing
emotions (b) Story submission

Figure 2.17: GAM Game story creation flow
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Figure 2.18: Management interface of the stories created by the active user.
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By clicking on any story in interfaces intended to display lists of interactions, such as those in fig-
ures 2.12b and 2.18,the application will display an interface for viewing the corresponding story, as shown in fig-
ure 2.19a. Here, the user can consult the responses of the author of the story to each of the prompts mentioned
above, by clicking on the corresponding icon (noting here that only the buttons associated with prompts for which
the user has provided a response will be available, the others being disabled and greyed out). Navigation between
the artworks included in the story takes place by means of the directional arrows located to the left and right of
the image associated with each artwork, and the emoticons and labels placed on the image in the creation mode
will also be shown here, assuming the user has included any of them. As for the actions at the top of the viewing
panel, it is worth mentioning that the user can return to the previous screen by clicking on the “x” button in the top
left corner, specify that they like the story they are viewing with the “thumbs-up” icon in the top right corner, and
explore similar or opposing stories to the one selected by making use of the compass icons to the left of the like
button. The exploration of similar and opposite artworks also makes use of the Degari reasoner, making in this case
the inference not on singular artworks, but on relations between stories, allowing to find contributions with semantic
relations to the selected one. Finally, clicking on the like icon alternates between the filled and unfilled finger icon as
a way of identifying whether the user has already clicked on the like button or not (see figure 2.19b).

(a) Story (b) User liked story

Figure 2.19: GAM Game story display interface
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2.3 Hecht

The Hecht museum use case offers a series of activities related to the theme of rebellion, both before, during, and
after visitors’ museum visits. The first activity is a multi-stage form that visitors complete before their museum visit.
The form consists of questionnaires on history relevance, demographics, and more, as well as a series of questions
prompted by media such as videos and texts. The questions include a variety of question types, including text
highlighting, multiple-choice, ordering of lists, and likert scales, and visitors are encouraged to reflect upon their
responses and consider their own perspectives on the topic of rebellion.
During the museum visit, visitors participate in a similar multi-stage form that includes their responses from the first
questionnaire. The questions in this form challenge visitors to reevaluate their initial perspectives on the topic of
rebellion and provide an opportunity for deeper reflection and learning.
After the museum visit, visitors take part in an activity that involves collecting a series of items from different sets,
including furniture, coins, weapons, Jewish life, governance, temple and symbols, Jewish rebellion, and Jewish
society. This activity allows visitors to delve further into the topic of rebellion and gain a deeper understanding of the
historical context surrounding it. The activities can then be understood as a form of artifact analysis and collection,
depending on the stage of the visit they are done at.
In order to gain a better understanding of the user experience during the Hecht Museum activities, we will now take
a brief walkthrough of the process, starting with the activity that users see before their visit to the museum.
From the home page, the Hamburger icon allows the user to navigate between different applications in a seamless
and user-friendly way. By clicking on the icon, a menu will appear with a variety of options to choose from, making it
easy to switch between different pages or sections of the application (figure 2.20).

Figure 2.20: Logging in to the web application.

The login page is a critical component of any application, as it serves as the gateway for users to access their
accounts and begin using the application’s features. It includes fields for users to enter their login credentials in the
form of username and password (figure 2.21).
Demographics is a crucial part of any user research study, as it provides valuable information about the background
and characteristics of the participants. In a multiple choice format, fields may be required for users to fill out, including
questions related to age, gender, education level, and more. The first line includes the title of the survey, while the
second line provides instructions and the third line allows users to leave comments. The survey concludes with a
submit button, followed by a screen that displays the screen name, version number, screen number, and a box that
allows users to navigate to a particular screen (figure 2.22).
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Figure 2.21: Entering user credentials.

Figure 2.22: Demographics form.

The RHMS (History Relevance Questionnaire Likert Scale) is an important tool for measuring the relevance of
historical events to contemporary audiences. Participants are asked to rate their level of agreement with a series of
statements on a scale of 1 to 6, with 1 indicating strong disagreement and 6 indicating strong agreement. This data
can then be used to better understand the perceived relevance of historical events and how they are interpreted by
different audiences (figure 2.23).
The AOT (Openness Questionnaire) is a questionnaire that assesses an individual’s level of openness to new ex-
periences and ideas. Participants are asked a series of questions related to their willingness to try new things,
their curiosity, and their level of imagination. This questionnaire can provide valuable insights into an individual’s
personality and may be used for research or self-reflection purposes (figure 2.24).
Media followed by Questions with at least 30 Characters (figure 2.25): This part of the activity involves presenting
participants with a piece of media, such as a video or text, followed by a series of questions that require thoughtful
responses of at least 30 characters. This format encourages participants to engage more deeply with the material
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Figure 2.23: RHMS to measure the relevance of historical events to contemporary audiences.

Figure 2.24: AOT Openness Questionnaire.

and express their own perspectives and opinions.
Continuation - Media Collapse/Expand (figures 2.26 and 2.27): This part involves a continuation of the previous
activity, with participants given the option to collapse or expand the media to better facilitate their engagement with
the material. Additionally, participants may be asked to arrange a list of items in a specific order by dragging and
dropping.
Text+Picture followed by open-ended questions (figure 2.28): This section involves presenting participants with a
combination of text and images, followed by open-ended questions that allow them to express their thoughts and
opinions on the material. This format can be a great way to encourage deeper reflection and critical thinking, as well
as providing participants with a creative outlet to express themselves.
Multiple choice with categories (figure 2.29): This section involves presenting participants with a series of multiple
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Figure 2.25: Media with open-ended questions.

choice questions, organized into categories for ease of use. Participants are asked to rate their level of agreement
with statements, or to select the best response from a list of options.
We now move on to showing the stages of the second activity which is done during the users’ visit to the museum.
Show previous opinion (from User Model, figure 2.30): This section involves displaying a participant’s previous
responses to a survey or questionnaire, providing an opportunity for them to reflect on their previous opinions and
potentially revise or refine their views.
Next, the user will be presented with their own previous opinion about the topic of rebellion, based on their responses.
The user will then be prompted to highlight different parts of the text using colors based on a set of given categories,
such as emotions, themes, or key ideas. This activity is designed to help the user reflect on their own opinions
and thought processes, as well as to encourage them to consider different perspectives on the topic (figures 2.31
and 2.32).
After this, the user will be presented with a piece of text that they previously highlighted. The text will be displayed in
individual boxes, and the user can click on each box to reveal the corresponding word or phrase in the text. As each
box is clicked, the text will be gradually revealed, one color at a time. This section is designed to help the user focus
on individual words and phrases, and to encourage them to consider the meaning and significance of each element
of the text based on their own highlighting (figure 2.33). Once this is done, the user will be shown the entire text with
highlighting and asked a set of final questions (figure 2.34).
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Figure 2.26: Reordering items from a list and more open-ended questions.
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Figure 2.27: Toggling media on and off.
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Figure 2.28: Text as media with related questions.

27



SPICE GA 870811 Deliverable D5.3 Integrated interfaces for citizen curation
v1.0 – April 27, 2023

Figure 2.29: Multiple choice questions introduced.

Figure 2.30: Showing previous opinion from user Model.
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Figure 2.31: Highlight prompt from user’s previous opinion.
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Figure 2.32: Text highlighting tool with different context markers.
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Figure 2.33: Displaying separate sections for each of the colors with which user has highlighted their text.
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Figure 2.34: Entire text as highlighted by the user.
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Figure 2.35: Additional questions - After visit.
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Figure 2.36: Additional questions - After visit (part 2).
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2.4 IMMA

The IMMA use case revolves around the concept of “scripts”, which are short sequences of images, texts, and open-
ended questions. Citizen curators largely configure these scripts to provide a fresh perspective on IMMA’s collection
and to provoke reflections and responses from new visitors. These scripts take on a form similar to the multi-stage
forms found in inSPICE, which will be discussed in chapter 6. However, IMMA’s scripts are simpler, utilizing only a
few targeted component types, such as image and text display and open-ended questions, and are hosted on their
own platform named IMMA Deep Viewpoints.
Once a script is generated using the IMMA script editor (which could be a group of citizen curators), it undergoes
moderation and is eventually published on the platform for access by participants. Participants can interact with
the script by answering its questions and, after passing through an additional round of content moderation, their
responses can be viewed individually on the Deep Viewpoints portal. Consequently, the IMMA use case falls into
the category of artifact-analysis interpretation activities, while also providing reflection methods for searching and
browsing previous interpretations of other users who have participated in a given script. Since visitors often perform
both parts of the activity (creating their own script in relation to one or more museum works they work on in a
workshop, for example, and interacting with scripts configured by other users), IMMA Deep Viewpoints also acts as
a collection-type activity in its script creation stage.
To provide a better understanding of the user experience through the IMMA Deep Viewpoints platform, we will now
take a quick walkthrough of the process.
Before the visiting group arrives, IMMA logs into Deep Viewpoints to set up user accounts (figure 2.37). As the
superuser account, IMMA can create and edit user accounts for the group (figure 2.38a). Usually, one account is
created for a visiting group of about 4 people, and the museum tablet devices are logged into the new account.
Alternatively, the groups may use their own devices with the given login.

Figure 2.37: Logging in to the IMMA Deep Viewpoints platform.

IMMA also selects which scripts will be visible in the interface for the session (figure 2.38b). They can edit and
change the visibility of any script by any author as they have the superuser account. The group uses the tablet
device to interpret artworks in the exhibition by accessing a set of activities (scripts) on the home page of Deep
Viewpoints, which are organized into themes (figure 2.39a).
The group can select and participate in any of the scripts, each consisting of a set of stages containing statements or
one or more questions/prompts (figure 2.39b). Artworks from the collection can also be included in any stage of the
script. IMMA uses the moderation area of the website to approve new submissions or sets any script to auto-approve
new submissions during the session (figure 2.40a).
Using the Other People page (figure 2.40b), the group can view their own responses to the script and those of
previous groups. On their login page, the group can access, edit, and delete their own contributions (figure 2.41a).
After a break, the group creates new scripts to give their own impression of the exhibition for future visiting groups.
Initially, the groups think about artworks and themes, and the artwork section of the web app allows them to search
the IMMA collection and add any artwork to their own group collection (figure 2.41b).
The themes page enables the group to add new themes, which they can edit (figure 2.42a). The group can create
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(a) Managing user accounts from superuser

(b) Managing scripts as a superuser

Figure 2.38: IMMA Deep Viewpoints

(a) IMMA Home Page (b) Starting one of the scripts

Figure 2.39: IMMA Deep Viewpoints

new scripts by adding a title, description, one or more themes, and one or more artworks (figure 2.42b). They can
use their own themes or themes added by others. The group also adds stages to the script (figure 2.43a), which can
be of different types (statement, question, multiquestion, story) and include artworks.
Once the scripts have been authored, the group may test them out themselves and make any final edits before the
end of the workshop (figure 2.43b). Sometimes the group are given the login so they can continue to work on the
scripts on their own devices after the workshop has finished.
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(a) IMMA Moderation area (b) Other People page

Figure 2.40: IMMA Deep Viewpoints

(a) My Contributions (b) Searching the IMMA Collection

Figure 2.41: IMMA Deep Viewpoints
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(a) Themes Page (b) Creating new scripts

Figure 2.42: IMMA Deep Viewpoints

(a) Adding stages to the script (b) Testing a script before submission

Figure 2.43: IMMA Deep Viewpoints
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2.5 MNCN

The MNCN use case revolves around the idea of museum experiences (or “adventures”) during which guests must
search for artifacts using the camera on their mobile device or tablet (using AR and image recognition technologies)
and follow clues or solve puzzles of different types to progress through a narrative adventure. These adventures are
primarily linear in nature, in the sense that their narratives go through the museum’s rooms in an order previously
determined by the designer, but within each room take on a more unrestricted flow in which participants are able to
interact with a variety of puzzles and artifacts in any order they see fit. That said, the main flow of the adventures
supported by this activity iterates through the following steps and blocks:

1. The participant of the activity goes through a series of stages sequentially, where they may find narrative
elements, dialogues, artifact hunts, or blocks that control the player’s progress (more on this later). When we
talk about an artifact hunt, we refer to a stage where the participant must use their device’s camera to point at
the object indicated by a clue in the game; upon recognizing the correct artifact, the search can be considered
complete, and/or some kind of augmented reality image can be displayed over the object with a hint on how to
proceed or other additional information.

2. Upon reaching a room stage, the participant will be able to interact with all the sub-sequences of artifact hunts
and puzzles placed in the room in any order they choose. To progress to the next stage from a room, the user
must solve a final trial, which in principle should only be possible to solve successfully after having completed
the rest of the trials hidden in the room (although this depends on the adventure designer).

3. Following certain rooms, the player might find a control block to prevent participants from progressing until
they are given a keyword known only to the creator of the activity. This is especially useful when launching
such an activity in the context of a large group of visitors with whom it is intended to run an escape room in
a synchronized manner, allowing for instance to wait until all participants have completed one room before
granting passage to the next, or to give some kind of informative talk at key points of the adventure while
keeping the attention of the visitors.

At the end of the adventure, the application displays the results obtained by the user expressed as the number of
correct answers to the puzzles and quizzes submitted out of the total number of items available. It is worth mentioning
here that the designer also has the possibility of adding open-ended questions at any time during the adventure to
request data such as opinions, statistics or impressions from the users. In the upcoming sections, we shall present
an example case developed with these notions and used extensively in the Natural Science Museum of Madrid.

2.5.1 Introduction

Museums have a prescribed route for visitors to follow, as well as a rationale for the placement of their exhibits.
They also provide a wealth of information about their collections, but unfortunately, this often goes unnoticed by
visitors. At the Natural Science Museum of Madrid, for example, the exhibits are divided into three distinct areas:
Biodiversity, Evolution, and Conservation, each one highlighting a different aspect of nature and providing important
insights. However, visitors often fail to grasp the significance of these themes without the guidance of an expert from
the museum. To address this issue, a game was developed specifically for children aged 10-16 who are visiting the
museum. The game offers a detailed and engaging way for young visitors to explore the exhibits and learn about the
natural world.
To get started, each participant is given a tablet with the game already loaded, and they can choose to play individu-
ally or in groups. To help players get accustomed to the game mechanics, a tutorial stage is included, ideally located
in a designated area of the museum before starting the game.

2.5.2 Tutorial Phase

The tutorial begins with the introduction of a character named Eva, who is a staff member at the museum. Eva enlists
the player’s assistance in conducting an investigation, which involves solving puzzles, searching for clues, reading
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information from the museum’s panels, and using an explorer’s spyglass (figure 2.44, image 1).
Eva guides the player through the tutorial, teaching them how to navigate the game and solve the puzzles required
to progress. This interactive tutorial not only helps players understand the game mechanics but also allows them to
appreciate the wealth of information available at the museum.
At the start of the game, players are introduced to the first mechanic - answering a question that has no definitive
or correct answer (figure 2.44, image 2). The question prompts players, whether they are visiting as a group or an
individual, to identify their composition as either male, female, or mixed. This initial task serves as a primer for how
to respond to subsequent game prompts.

Figure 2.44: Tutorial: Introduction to the game and how to answer a question with no correct answer.

Following this, players are introduced to one of the most important tools in the game - the explorer’s spyglass. Upon
using this tool, a message appears on the tablet screen, providing a helpful hint: “Aim at the smallest tree in the
panel” (figure 2.45, image 1). The relevant panel is conveniently located near the players’ seating area, making it
easy for everyone to locate the tree, point the camera at it, and detect it using the spyglass. Players are rewarded
for correctly using this tool and informed that it can only be employed with the panels on the museum walls and not
on the glass cases. By introducing players to these core mechanics early on, the game sets the stage for a fun and
educational museum experience that is both engaging and informative.
The next tool players learn about is the AR, or augmented reality feature (figure 2.45, image 2). To familiarize players
with this tool, the game directs them to a new panel in the museum and prompts them to “Look for the fish that puffs
itself up as a defense mechanism.” Utilizing the explorer’s spyglass, which players have already mastered, they scan
the panel until the correct image is detected. Once the image is located, the AR Overlay mechanism is activated,
and a message appears above the image, instructing players to “Look for the ’Biodiversity Shapes’ panel.”

Figure 2.45: Tutorial: Explorer’s spyglass and Augmented Reality.

Next, players must search the museum walls to find the “Biodiversity Shapes” panel, where they encounter a question
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that can only be answered by reading the accompanying information. The question asks, “Life has taken shapes
and sizes ranging from microscopic organisms to...?” and offers answer choices of “Dinosaurs or Whales, Dogs and
Cats, Cars, Buses.” Correctly reading the panel reveals that the answer is “Dinosaurs or Whales” (figure 2.46, image
1). Players who answer correctly receive a green check, while those who answer incorrectly receive a red cross. As
seen in image 2, the player answered correctly.

Figure 2.46: Tutorial: Question with a correct answer.

Having mastered the use of the explorer’s spyglass, learned how to identify panels, and practiced answering ques-
tions, players are now ready to move on to the first escape room of the game. The tutorial phase is complete, and
players can fully immerse themselves in the adventure.

2.5.3 First Escape Room

The first escape room of the game belongs to the first area of the museum: Biodiversity. In this room, the player can
find four open blocks and one locked block (figure 2.47, image 1). All the blocks are different and full of puzzles. The
four available have different icons: A squirrel, a beard, planet earth and an elephant. Each icon is a clue to the panel
the player must go to in order to solve the block (figure 2.47, image 2). There is no specific order of the blocks and
players can solve them in any order they want. They must finish the first four to unlock the Exit Room and finish the
Biodiversity escape room.

Figure 2.47: First escape room with four blocks and blocked exit room and panel clue before entering a block.

First, the player enters the block with the squirrel icon. As soon as the player enters, the explorer’s spyglass opens
and the text says: "Hint: The planet where all human beings live" (figure 2.48, image 1). The player must look for
the panel where the image of the planet earth can be seen. Using the spyglass, the player points to the planet earth
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Figure 2.48: Augmented reality showing a clue and the explorer’s spyglass in action.

and the AR Overlay is activated with the following hint: "Look for the squirrel eating in a panel". The player must go
to the "What is Biodiversity?" panel and point to the squirrel (figure 2.48, image 2).
Here appears the first question of this panel: "What defines the word Biodiversity?" (figure 2.49, image 1) and the
correct answer is "The totality of ecosystems, species and genes of a given region". If the player answers correctly,
he gets the score and if he answers incorrectly, he is shown the correct answer but he does not get the points.
(figure 2.49, image 2). The next question is asked: "In which year was the word Biodiversity used for the first time?"

Figure 2.49: A question with correct answer and question if answered incorrectly.

Players must activate the 4-digit number mechanism to correctly answer the year: "1988" (figure 2.50, image 1 and
2). If they do not answer this question correctly, they will not be able to advance in the game.
Finally, the last question asks: "What percentage of species on the planet are bacteria according to Larsen’s study?"
And players must answer: "78 percentage". This question is as shown in Figure 2.49, with one correct answer. Once
they answer this question, the players receive a first piece of a jigsaw puzzle (figure 2.51, image 1). The squirrel icon
that appeared on the block changes to the puzzle piece obtained (figure 2.51, image 2).
Second, the player enters the block with the elephant icon. As soon as they enter, the explorer’s spyglass opens and
the text says: "Hint: Look for the black beetle". The player must look for the panel where a black beetle is located.
With the spotting scope, the player points to the beetle and the AR Overlay is activated with the following clue: "Look
for the man who is drawing the huge elephant" (figure 2.52, image 1). The player must go to the "Wildlife-Environment
Interactions" panel and point to the man drawing an elephant (figure 2.52, image 2).
Here the first question of this panel appears: "Who are the main primary consumers of the African savanna’s?" and
the correct answer is "Insects". If the player answers correctly, they gets the score and if they answer incorrectly, they
don’t get the points. Finally, the second question asks: "Can any species survive the dry season without moving to
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Figure 2.50: A question asking for a specific year and the digit wheels showing the correct year.

Figure 2.51: Receiving a piece of the jigsaw puzzle and the icon of the first block changes to that piece.

Figure 2.52: Augmented reality showing a clue and the explorer’s spyglass in action.

another location?" And the players have to answer if it is true or false. In this case, the answer is: True (figure 2.53,
images 1 and 2).
Once they answer this question, the players receive a second piece of a jigsaw puzzle as shown on figure 2.51, image
1. The elephant icon that appeared on the block changes to the puzzle piece obtained as shown on figure 2.51,
image 2.
Third, they enter the block with the planet earth icon. As soon as they enter, the explorer’s spyglass opens and
the text says: "Hint: Look for the functional diversity panel". The player must search for this specific panel. With
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Figure 2.53: Questions with correct answer, one answered right and one answered wrong.

the spotting scope, the player points to the panel and the AR Overlay is activated with the following clue: "Look
for the panel with the planet we live on". The player must go to the panel "Biodiversity distribution" and point to
the planet Earth, as seen on figure 2.52, images 1 and 2). Here the first question of this panel appears: "The
distribution of biodiversity in Biomes is homogeneous, true or false?" and the correct answer is "False". If the player
answers correctly, they get the score and if they answer incorrectly, they don’t get the points. This type of question
is shown on figure 2.53, image 2. The second question is: "In what year were the Biogeographic Regions originally
described?" and the player must answer correctly to move on to the next question. He must activate the 4-digit
number mechanism and answer the year: "1876". This type of question is shown on figure 2.50. Finally, the last
question asks: "Who originally described the biogeographical regions?" And the players must answer the correct
character: "Alfred Russel Wallace".This type of question is shown on figure 2.53, image 2. Once they answer this
question, the players receives a third piece of a jigsaw puzzle as shown on figure 2.51, image 1. The planet earth
icon that appeared on the block changes to the puzzle piece obtained as shown on figure 2.51, image 2.
Fourth, they enter the block with the beard icon. As soon as they enter, the explorer’s spyglass opens and the text
says: "Hint: Look for the huge letter "B"". The player must search for this specific panel. With the spyglass, the
player points to the panel and the AR Overlay is activated with the following clue: "All humans are different. Look
for the one with the most beard". The player must go to the "Biodiversity Appreciation Levels" panel and point to the
one human with the most beard as seen on figure 2.52, images 1 and 2). Here appears the first question of this
panel: "How can a process of extinction of a species begin?" and the correct answer is "With the decrease of genetic
variability". Finally, the last question says: "Do humans find it difficult to perceive the biological diversity of organisms
that are evolutionarily distant from us?". And the players must answer: "True". This type of questions are shown
on figure 2.53, image 2. Once they answer this question, the players receives a fourth piece of a jigsaw puzzle as
shown on figure 2.51, image 1. The beard icon that appeared on the block changes to the puzzle piece obtained as
shown on figure 2.51, image 2.
After solving all four blocks, the central block is unlocked. This block functions as the "Exit Room" (figure 2.54,
images 1 and 2).
Once the player enters, using the jigsaw puzzle pieces, they must put together a picture (figure 2.55, image 1).
Once the image is assembled, the image of Charles Linnaeus from the "Ordering Biodiversity" panel is revealed
(figure 2.55, image 2). Here appears the first question of this panel: "What words did Linnaeus use for the binomial
system of scientific names?" and the correct answer is "Genus and Species". This type of question is shown on
figure 2.50. The next question says: "In which year was Charles Linnaeus born?" and the player must find the
date and enter it with the 4-digit number mechanism. The answer is: "1707". This type of question is shown
on figure 2.50. Finally, the last question is: "What is Taxonomy responsible for?" And the players must answer:
"Describing and naming new species". This concludes the first area of the museum and the first escape room.
To prevent players from moving on to the next area before the rest of the players have finished, an Introduce Code
Stage is set up, where players have to wait for a code before they can move on to the second area of the game. The
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Figure 2.54: Escape room with four incomplete blocks and exit room locked and escape room with four completed
blocks and exit room unlocked.

Figure 2.55: Escape room with four incomplete blocks and exit room locked and escape room with four completed
blocks and exit room unlocked.

Figure 2.56: Waiting for code block.

code word is: "Biodiversity" (figure 2.56).

2.5.4 Second Escape Room

The second escape room of the game belongs to the second area of the museum: Evolution. As in the first room,
in this one the player can also find four open blocks and one locked block, as seen on figure 2.47, image 1. All the
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blocks are different and full of puzzles. The four available have different icons: A camel, a book, a swordfish and an
butterfly. Each icon is a clue to the panel the player must go to in order to solve the block. There is no specific order
of the blocks and players can solve them in any order they want. They must finish the first four to unlock the fifth and
finish the Evolution escape room.
First, they enter the block with the camel icon. As soon as the player enters, the explorer’s spyglass opens and the
text says: "Hint: Look for the panel with the orangutan, gorilla, chimpanzee and human". The player must look for
that panel and use the spyglass. The AR Overlay is activated with the following hint: "Look for the panel with the
different types of hooves". The player must go to the "A common history" panel. The following hint appears: "There
are different types of hooves, but the camel uses two hooves to move better in the desert". The player must point to
the camel’s hoof, this works as seen on figure 2.52, images 1 and 2). Here appears the first question of this panel:
"What is highly modified about ungulate mammals?" and the correct answer is "Extremities or limbs". If the player
answers correctly, he gets the score and if he answers incorrectly, he does not get the points. In both cases, the
next question is asked: "Camels are more closely related to which animal rather than horses?" and players must
answer: "Whales". This questions have a correct answer, so they are like figure 2.49, image 1. Once they answer
this question, the players receive a first piece of a jigsaw puzzle. The camel icon that appeared on the block changes
to the puzzle piece obtained as shown on figure 2.51, image 2.
Second, the player enters the block with the book icon. As soon as they enter, the explorer’s spyglass opens and
the text says: "Hint: A panel showing the evolution of limbs, from an arm to a wing". The player must look for that
specific panel. Using the spyglass, the player points to the panel and the AR Overlay is activated with the following
hint: "The collection of books in which Darwin’s Origin of Species is written". The player must go to the "Charles
Darwin, the father of evolutionary theory" panel and point to the books, this works as seen on figure 2.52, images
1 and 2). Here appears the first question of this panel: "An observation that made Darwin consider the evolution of
living things?" and the correct answer is "The presence of fossils of giant animals with smaller living relatives". If the
player answers correctly, he gets the score and if he answers incorrectly, he does not get the points. This question
has a correct answer, so it is like figure 2.49, image 1. In both cases, the next question is asked: "In which year did
Darwin propose his theory of evolution by natural selection?" Players must activate the 4-digit number mechanism
to correctly answer the year: "1859". If they do not answer this question correctly, they will not be able to advance in
the game. This question is like figure 2.50, image 1). Once they answer this question, the players receive a second
piece of a jigsaw puzzle. The book icon that appeared on the block changes to the puzzle piece obtained as shown
on figure 2.51, image 2.
Third, the player enters the block with the swordfish icon. As soon as they enter, the explorer’s spyglass opens and
the text says: "Hint:It is a fish that is recognized for looking like a sword". The player must search for this specific
panel showing the swordfish. With the spotting scope, the player points to the panel and the AR Overlay is activated
with the following clue: "Search for the Macroevolution panel". The player must go and point to the "Marine animals
and Macroevolution" panel, this works as seen on figure 2.52, images 1 and 2). Here the first question of this panel
appears: "How many large groups of animals are there in the animal kingdom?" and the correct answer is "36".
If the player answers correctly, they gets the score and if they answers incorrectly, they don’t get the points. The
second question is: "Most amphibian species are?" and the players must answer: "Oviparous". This questions have
a correct answer, so they are like figure 2.49, image 1. Once this question is answered, the players receive a third
piece of a jigsaw puzzle. The swordfish icon that appeared on the block changes to the puzzle piece obtained as
shown on figure 2.51, image 2.
After solving all four blocks, the central block is unlocked. This block functions as the "Exit Room", as shown on
figure 2.54, images 1 and 2. Once the player enters, using the jigsaw puzzle pieces, they must put together a
picture. Once the image is assembled, the image of "Extinctions in the distant past" panel is revealed, as shown in
figure 2.55, images 1 and 2). Here appears the first question of this panel: "What percentage of extinctions occur
naturally?" and the correct answer is "95 percent". The next question says: "Extinction can happen in a matter of
days, while the formation of new species happens in how long?" and the player must answer: "Millions of years". This
questions have a correct answer, so they are like figure 2.49, image 1. This ends the second area of the museum
and the second escape room.
To prevent players from moving on to the next area before the rest of the players have finished, an Introduce Code
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Stage is set up, where players have to wait for a code before they can move on to the third area of the game, the
same as figure 2.56. In this escape room, the code word is: "Evolution".

2.5.5 Third Escape Room

The third and final escape room of the game belongs to the final area of the museum: Conservation. As in the last
two rooms, in this one the player can also find four open blocks and one locked block, as seen on figure 2.47, image
1. All the blocks are different and full of puzzles. The four available have different icons: a tractor, a frozen egg,
a panda and a saber-tooth. Each icon is a clue to the panel they must go to in order to solve the block. There is
no specific order of the blocks and players can solve them in any order they want. They must finish the first four to
unlock the fifth and finish the Conservation escape room.
First, the player enter the block with the tractor icon. As soon as they enter, the explorer’s spyglass opens and the
text says: "Hint: Search for the tractor in the waste field". The player must look for that panel and use the spyglass,
this works as seen on figure 2.52, image 2). Here appears the first question of this panel: "In whose hands are the
solutions to the causes of extinction?" and the correct answer is "Governments and public administrations". If the
player answers correctly, he gets the score and if he answers incorrectly, he does not get the points. In both cases,
the next question is asked: "Resource consumption exceeds the regenerative capacity of the planet, true or false?"
and players must answer: "True". This questions have a correct answer, so they are like figure 2.49, image 1. Once
this question is answered, the player finishes the first block.
Second, they enter the block with the frozen egg icon. As soon as they enter, the explorer’s spyglass opens and the
text says: "Hint: It is frozen in case it is needed in the future". The player must look for the frozen egg and use the
spyglass, this works as seen on figure 2.52, image 2). Here appears the first question of this panel: "What does the
use of frozen sperm and eggs allow?" and the correct answer is "Exchange genetic material". If the player answers
correctly, he gets the score and if he answers incorrectly, he does not get the points. In both cases, the next question
is asked: "What is the objective of the MNCN Germplasm and Tissue Bank?" and players must answer: "Preserving
genetic material of Iberian species". This questions have a correct answer, so they are like figure 2.49, image 1.
Once this question is answered, the player finishes the second block.
Thirdly, enter the block with the panda icon. Here, there is no need to use the explorer’s spyglass, as there is only
one panda on the room. Here appears the first question of this panel: "In which year does the panda Chulin died?"
and the player must use the four-digit mechanism to form the year in which Chulin died. In this case, the answer is:
"1999". This question is like figure 2.50, image 1). In this case, the player must answer correctly in order to progress.
The next question is asked: "What made Chulin famous?" and players must answer: "For being the first panda born
by artificial insemination in Europe". This question has a correct answer, so it is like figure 2.49, image 1. Once this
question is answered, the player finishes the third block.
Fourth and final block, the player enters the block with the saber-tooth icon. As soon as they enter, the explorer’s
spyglass opens and the text says: "Hint: Search for a feline that became extinct in the Pleistocene". The player
must look for the Pleistocene extinctions panel and use the spyglass, this works as seen on figure 2.52, image 2).
Here appears the first question of this panel: "Phase 1 of the extinctions is the transition from Pliocene period to?"
and the correct answer is "Pleistocene period". If the player answers correctly, he gets the score and if he answers
incorrectly, he does not get the points. In both cases, the next question is asked: "What percentage of the planet’s
net primary production is attributed to humans?" and players must answer: "24 percent". This questions have a
correct answer, so they are like figure 2.49, image 1. Once this question is answered, the player finishes the final
block to unlock the Exit Room.
After solving all four blocks, the central block is unlocked. This block functions as the "Exit Room", as shown on
figure 2.54, images 1 and 2. This area of the museum is the smallest, so the panels in this area have already been
used. For the exit block of the "Conservation" area, the two-story display case was used. In one, the sad story of
the Thylacine, an extinct animal that could not be rescued in time, and the happy story of the Iberian Lynx, which
with timely measures, was saved from extinction. The first question is about the Thylacine: "In which year was
the Thylacine officially declared extinct?" and the player must use the 4-digit mechanism to form the correct anus:
"1986". The player must answer correctly to be able to move on to the next question. The second and last question of
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the game is about the Iberian Lynx: "What was the main reason for the decline of the Iberian Lynx?" and the correct
answer is: "The vermin law" which allowed the killing of these animals. It doesn’t matter if the player answers right
or wrong, that question ends the game. This questions have a correct answer, so they are like figure 2.49, image 1.
Before the players are given the results of how many questions they answered correctly, an Introduce Code Stage is
set up, where players have to wait for a code, the same as figure 2.56. The code word is: "Conservation".

Figure 2.57: Amount of correct answers obtained by the player.

Once they enter the correct code, they will be shown a screen with the result of how many questions they answered
correctly. This ends the game (figure 2.57).

48



SPICE GA 870811 Deliverable D5.3 Integrated interfaces for citizen curation
v1.0 – April 27, 2023

Experimental Group Artworks Emphatic People Non-Emphatic People
1 1 77% 23%
1 2 64% 36%
1 3 59% 41%
2 1 72% 27%
2 2 50% 50%
2 3 86% 14 %

Table 2.1: The percentage of empathic and non-empathic people for each artwork.

2.6 A VR Interface to Promote Social Cohesion through Cultural Heritage

Based on studies related to the use of Virtual Reality (VR) to increase prosocial [2] and empathic [3, 4] behaviours,
our research employs VR technology to encourage users to adopt an alternative point of view through a virtual em-
bodiment, to increase social cohesion. To this aim we have built a virtual museum where different avatars (parame-
terized on age, gender and nationality) can interact with experimental subjects to discuss emotional and value-driven
interpretations related to works of art, aiming at bootstrapping user’s interpretation-reflection loops [5]. Based on
the results of our pilot study, which show that a VR-driven methodology fosters a sense of embodiment and maxi-
mizes social cohesion among users, we are working on an innovative real-time interface based on data semantics,
to sensitize people to other interpretations.

2.6.1 Experimental Study

Technologies can facilitate social interactions by promoting the psychological well-being of people in social contexts.
In particular, the use of immersive virtual environments has proved very useful in the field of psychology for social
interactions [6, 7], thanks to VR tools that allow subjects to experience real situations, perceiving their own body
within a simulated environment [8]. Previous studies, for example, have used VR to promote empathic behavior [3, 4]
and reduce violent behavior [9] or prejudice [10]. Based on these studies, we used VR to promote social cohesion,
encouraging the user to take a different point of view through virtual embodiment. We did a pilot study on a sample
of N=44 subjects, divided into two groups of N=22, with an average of 26 years old in the first group and 27 years
old in the second one. In our experimental design, we have simulated a visit to a virtual Museum, using Oculus
Quest 2 and Unity Engine 3D as software, with Art Dot Gallery package. We have recorded the verbal response of
the users and their psycho-physiological response, related to the electrodermal activity using BioSignal Plux Kit. We
asked the users to provide information about their feeling related to three specific artworks (time 0); to listen to the
interpretations provided by avatars that share the scene with him (time 1); to explain their feeling, again, dressing the
shoes of the avatar (time 2); and to give a free answer to the avatar’s interpretation (time 3). The time 2 and 3 were
counterbalanced in the two experimental groups. For our analysis, we compared the user interpretation at the time 0,
when the user dresses his own body, and at the time 2/3 when the user dresses the shoes of the avatar. Our results
can be synthesized in 4 points: First, from the dialogue analysis our results show that in both groups the percentage
of empathic people (participants that change partially or totally their interpretation when they dress another body) is
greater than non-empathic people (Chi-square Analysis experiment n.1 p-level 0.007; experiment n.2 p-level 0.016)-
Table 2.1; Second, empathic people show a decrease of the verbal reaction time during the virtual embodiment
(experiment n.2 t-test analysis p-level 0.036); Third, empathic people show an increase of the electrodermal activity
during the virtual embodiment, that can be understood as an index of their emotional involvement (experiment n.1
one-way ANOVA p-level 0.049); Finally, using self-report questionnaires post the VR experience, our results show an
increase of the affective empathy in relation to the haptic perception (Pearson correlation r 0.339; p-level 0.025); and
an increase of the cognitive empathy in relation to the realism of the verbal input provided by the avatars (Pearson
correlations r 0.375 p-level 0.012).
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2.6.2 VR Interface

Based on the results of our pilot study, we designed a system capable of recording verbal interpretations on an
external Linked Data hub and analyzing and enriching them semantically to guide an avatar engine in choosing
what avatar to present to the user. Specifically, we have created 27 avatars, representative of different physical
characteristics of the world population, distinguished by age, gender and nationality and we used two sensemaking
tools (cf. Deliverable D6.6), one based on Zero-Shot learning [11] and FRED, based on hybrid knowledge-based
methods [12, 13] to do an emotional-value detection on the verbal response of the users. Then, we collected all
the verbal interpretation that we recorded during the pilot study (N=396) and the avatars in the external Data Hub.
In our final application, the visitor can both explain his interpretation and then choose a specific emotion and moral
value, from a list inside the VR environment. Based on this, the VR communicate with the Data Hub to take a
specific avatar-audio object and present it in the VR environment. Our system uses three methodologies to choose
the most appropriate avatar: i) an AI-based methodology, which decides by using an emotion detection system and
by reasoning over contextual knowledge stored in the Linked Data Hub; ii) User-Based methodology, in which the
choice is made on the user input (i.e. the system asks the user to indicate emotion and value through a set of buttons
placed in the environment); iii) random choice, it works in the worst case in which the visitor is not able to choose any
emotion and moral value. In this way, our system allows the visitor to interact with specific avatars having different
physical characteristics as well as with different emotional-value interpretations. Figure 2.58 shows the use-case
diagram of our real-time application.
In conclusion, the results of our pilot study show that it is possible to use a virtual reality system, exploiting virtual
embodiment, to promote social cohesion. In this line, our intelligent system could help people relate to users with
different interpretations and/or different physical characteristics, through the sharing of cultural heritage.

Figure 2.58: Use-Case diagram of the VR application
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3 Community visualization

VISIR (VISualization for Interpretation and Reflection) is a tool that enables museum curators the detection, visu-
alization, and explanation of communities needed in the SPICE IRL model. The main interface is shown in Figure
3.1. This tool also supports the creation of new perspectives for the community model that can be easily defined
without any knowledge about clustering algorithms or similarity functions. The new perspectives that are useful for
the curator can be downloaded for later configuring a community model that uses those perspectives.

Figure 3.1: Main interface in VISIR.

We describe the complete tool in the following sections.

3.1 Visualization Tool

The visualization tool is the main feature of the application and occupies most of the user interface. The visualization
tool can show simultaneously two different perspectives with common explicit attributes (as shown in Figure 3.1).
Each perspective visualizes the communities computed by the community model (see Figure3.2). Each community
is represented by a rectangle (a bounding box) that encloses a set of nodes, which represent the citizens within the
community. A group of nodes without a bounding box represent the citizens that do not belong to any community in
this perspective.
Each citizen node is identified by a label or citizen id (hidden by default) and characterized by a color and shape.
Both visual dimensions are employed to identify up to two explicit citizen attributes. Nodes are linked by edges that
represent the similarity between citizens according to the similarity functions defined by the perspective. To simplify
the visualization, edges are displayed using attenuated colors and the user can choose the similarity threshold to
hide the edges below it.
Both nodes and bounding boxes in the perspective visualization are interactive so when the user clicks on them, a
Data Panel appears aside the perspective (on the left or on the right, depending on to which perspective the data
belongs to). Each Data Panel is related to a perspective data, so the information shown in each of them may be
differ even when the same user exists in both perspectives.
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Figure 3.2: Perspective visualization.

3.1.1 Citizen data panels

When the user clicks on a node –a citizen, the data panel displays the information for the selected citizen (see
Figure 3.3). This panel will list the citizen’s explicit attributes (legend attributes) and all the citizen’s contributions,
divided in two accordion lists: a first list with the contributions related to the community that she belongs to, and a
second list with the rest of this citizen contributions. Each contribution contains the artwork involved in the interaction,
the citizen contribution itself (generally, a text) and the implicit attributes extracted from this contribution. Additionally,
when a node is selected, the edges with the origin in this node are highlighted to see which other citizens are similar
to him/her (in this community or in other communities).

3.1.2 Community data panels

When the user clicks on a community, the data panel displays some basic information about the community de-
scription (community name, the number of citizens and the most relevant artworks to this community). Artworks are
represented as accordion panels with the title, author’s name, an image, and the number of users of this community
that interacted with it (see Figure 3.4, on the left).
After the basic information, the different community explanations will be shown. Each type of explanation will change
how they are visually represented (see Figure 3.4, on the right):
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Figure 3.3: When a user is selected, the Citizen data panel is shown (on the left) and similar citizens are
highlighted.

Figure 3.4: Information about a community: basic information (left) and explanations (right) about a community

• Explicit attributes. Two bars will show the distribution of values for each explicit attribute (legend attributes) of
all citizens of the community.

• Explanation attributes. The implicit attributes employed by the community model to create the communities
can be displayed in different ways:

– Some implicit attributes like emotions or sentiments are shown as a word clouds and treemaps. Clicking
on any of the values of the treemap will filter the visualization to highlight all communities whose dominant
values for this attribute is the selected one.

– Other artwork attributes like concepts that describe the artworks are as a list of attributes in an accordion.
Each item also displays a button to filter the visualization to highlight all communities that contain this
value as part of their explanations.

• Medoid. Each community has a representative “fake” citizen, created with the most representative values of
the community. This medoid appears at the bottom of the community data panel, as a citizen data panel.
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3.1.3 Menu bar

The Menu bar (Figure 3.5) allows the configuration of VISIR functionality for visualization. Additionally, it provides
access to configuration options and other perspective tools. Note that the menu bar is responsive, so when the
screen width is not enough to fit all options, a hamburger button will appear to collapse some options.

Figure 3.5: VISIR interface and its Menu Bar.

The menu bar contains the following buttons (from left to right):
1. VISIR button: for refreshing the webapp.
2. The cog button is a dropdown allows the user to choose the source of the visualization files (local files or

download from a community model, using user and password), and to configure some visualization options.
3. The floppy disk button: is used to Save Perspectives (more details in section 1.3).
4. The screwdriver-wrench button: opens the Perspective Builder component (more details in section 1.2).
5. Select Perspective Dropdown buttons (A and B): allow users to choose two different perspectives to visualize

and interact with.
6. Collapse Buttons (left and right arrows near Select Perspective Dropdown): only appear if two perspectives

are active. They will collapse the visualization to one of the sides to increase the view space of one of the
networks without losing the secondary network.

7. The rotating arrows button: is an update button that removes the active perspectives and updates the Select
Perspective Dropdown buttons with the available perspectives.

8. Legend Button: toggles the legend information. Here the user can see the relationship between the citizen’s
colors and shapes with their explicit community values. Additionally, the legend is interactive so the user can
click on any legend value to hide all the citizens with such attributes.

3.1.4 Perspective Builder

Perspective configuration allows the museum curators guiding the community model about her interests in cluster-
ing the users in a set of implicit communities according to the selected configuration of interaction attributes and
properties.
The Perspective Builder is used to configure new perspectives and sending them to a Community Model to create
new visualizations. A perspective is created using a minimal and non-technical interface, specifically for curators
without any technical knowledge about clustering algorithms and similarity functions, based on the creation of a
sentence that explains (in plain English) how the clustering algorithm will behave, which citizen attributes will appear
in the legend and which artwork attributes will be employed for deciding the similarity between two artworks (see
Figure 3.6, on the left).
For more technical users, the Perspective Builder has a Dev mode (active when clicking on the Dev Mode Button)
where more technical options related clustering algorithms, similarity functions and parameters can be selected (see
Figure 3.6, right).
Next, we describe this interface focusing on the rows that conform its layout.

1. First row contains the buttons for toggling the Dev mode and closing the Perspective Builder.
2. Second row is only visible if dev mode is selected. This row displays the Algorithm dropdown selector that

allows users to choose which clustering algorithm to use, and to tune the explainability weight using a slider.
3. Third row contains the sentence to configure the perspective using several sliders:
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Figure 3.6: Perspective builder interface. On the right, the Dev Mode is active.

• The Similarity dropdown selector defines how to compare the interaction attributes (same, similar, or
different)

• The Interaction attribute dropdown allows to choose which interaction attribute is employed to create the
communities (for example, emotions, sentiments, or values).

• The Artwork Similarity dropdown selector is similar to the Similarity dropdown selector but defines how to
compare the artworks (or beliefs) attributes.

• If the “Same” similarity method is selected in the previous dropdown, the Artwork dropdown selector is
displayed to choose the artwork that the visualization will focus on

• If Dev mode is active and same-similarity is not selected, a slider will appear allowing the user to adjust
at what range two interactions should be assumed to be similar/dissimilar.

4. Fourth row is divided into two panels to choose different attributes:

• Legend Attributes show the available citizen attributes that will be shown in the legend of the perspective
and that will characterize the explicit communities. Only two attributes will be shown using color and
shape visual dimensions. Other attributes will only be shown as part of the citizen data shown in the Data
Panels (see Section 3.2.2.2).

• Artwork Attributes allows to choose the attributes employed when similar/different option is selected in the
Artwork Similarity dropdown selector. If dev mode is active, each attribute will have a dropdown to choose
the similarity function to use (from a list provided by the Community model in the seed file, described in
Section 3.2.3).

5. If dev mode is active, a button with an arrow will appear at the right of Artwork attributes panel. Clicking it will
toggle an area that shows the JSON file that will be sent to the Community Model according to the selected
options.

6. Fifth and last row allows users to write a perspective name and to finally send the perspective configuration
file to the Community Model. After that, the new perspective will appear in the Select Perspective Dropdown
buttons.

3.1.5 Save perspective

This component is used to choose and download the perspectives that are interesting or the curators and to upload
them to the Community Model in the future (see Figure 3.7).
Clicking on the perspective names will select the perspectives to download when clicking on the Download perspec-
tives button. We can select all the perspectives using the Toggle all button on the top left.
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Figure 3.7: Save perspective component.

3.2 Architecture

VISIR is fully implemented using Typescript and React. It also uses other Javascript libraries like Axios , for managing
API requests, and Vis.js , for creating and managing the network visualization employed for the perspectives. VISIR
architecture (Figure 3.8) is organized in four modules:

• App is the core module that links all the other components, stores the application state, and shares data
between them like the requestManager to connect VISIR with the Community Model.

• Visualization panel is the module that is in charge of loading the perspectives for visualization and manages
the user interactions with the nodes and communities in the visualization.

• Perspective builder is the module for creating personalized perspectives. With this interface, users can config-
ure the perspective, choosing the user attributes, the interaction attributes –emotions, sentiment, polarity. . . –
and the artwork attributes, as long as the similarity measures are employed by the community model. It pro-
vides a developer mode where advanced algorithms and parameters can be selected for fine tunning.

• Perspective storage is the module that allows users to download the perspectives created by the Perspective
builder and use them to configure a Community Model.

These modules will be deeply described in the following subsections.

3.2.1 App module

The app module creates the base UI components to use all the other features of the application. Additionally, it
creates and maintains other different states/objects that will be used everywhere in VISIR. The main classes of this
module are the following:

• App implements the navigation bar component that holds the main options and features of the application. It
also manages the application state and other objects employed in the other components.

• RequestManager centralizes all the communication with the Community Model API. It manages the requests
related to the available perspectives in the Community Model, as long as sending the configuration files for
creating new perspectives.

• Translation is responsible of the UI localization of VISIR.
• LoadingFrontPanel is a basic component that disables the interactions of the user with VISIR while a perspec-

tive is loading in the background –for example, when a new perspective is being requested to the Community
model.

• VisirOptions is in charge of the UI dropdown button that allows user to configurate some visualization and
source options.
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Figure 3.8: VISIR Architecture.

• SelectPerspectiveDropdown is in charge of the Perspective Selection Dropdown buttons in the UI.
• LegendComponent manages the legend of the visualization tool and the filtering features performed using it.

3.2.2 Visualization module

The visualization module manages the visualization of two perspectives simultaneously, the information panels and
the interactivity around the perspectives. It is divided into the following components. Each task is composed by
several components, described in the following subsections.

3.2.2.1 Visualization of perspectives

Each perspective is visualized with vis.js using a network. User interactions not only modifies the network where she
clicks but also the perspective simultaneously displayed (if any). So, we need several components to manage and
share some states between all active perspectives.
PerspectivesGroup component controls the shared states between the networks like what is the current selected
object or in which network is the user clicking. The tooltip is created here depending on the location of the current
selected object. If two perspectives are active, this component also collapses the perspectives when the user
interacts with the Collapse Buttons. When all perspectives are unloaded, it restarts everything to default.
PerspectiveView is the component that embeds the vis.js network to the VISIR app in React. First, it creates the
network controller and the DataColumn component, described in the following section. Later, it forwards user events
to the former controllers. When the user changes any visualization option (like showing labels), this component will
detect that change and will ask the network controller to update all nodes to show their labels. Additionally, when
a shared state between perspectives is modified (like, when a user clicks on a node), PerspectiveView component
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would recognize if the node clicked is from this network, is a medoid or if it is from the other network. In any case, it
will tell the network controller what to do.

3.2.2.2 Data panels

These panels are displayed aside of each visualization of a perspective and contains data of a specific perspective.
For this reason, the citizen information shown in each of them can differ when the same citizen exists in both
perspectives.
Each piece of information (bars for the distribution of explicit attributes in a community, the treemaps for the implicit
attributes, the accordion lists for explanations and artworks, etc.) is managed by a component but there are two
main wrapper components:

• DataColumn shows the information about a community and creates the nodePanel of the selected user.
• NodePanel creates a panel with the information and data from the user, excluding any description of the

community. This panel will list the user’s explicit attributes (legend attributes), its implicit attributes (if they
exist) and will list all the user’s contributions using two accordions: the interactions related to its community,
and all the other user interactions.

3.2.2.3 Perspective controllers

Each perspective has its own set of controllers that parses the perspective’s data, configurates the visualization
options of the vis.js network and reacts to the different events that may happen while playing with the visualization.

• NetworkController is the main component that creates and initializes vis.js options and iterates over all nodes
and edges to initialize all the other controllers.

• EventController is the controller in charge of any event from a network, like clicking on a node, or any other
external event detected in PerspectiveView, like clicking in a node of another network or changes in the visual-
ization options.

• ExplicitCommunityController computes the distribution of the values of explicit attributes for each community.
This controller also parses each node interactions to know what are the most relevant to each community.

• NodeLocationController visually arranges the citizen nodes in a community and the communities in a perspec-
tive visualization using circular pattern. To avoid overlapping, it uses an iterative separation algorithm that
increases the distance between nodes and communities to improve the visualization of each perspective.

• NodeVisualsController changes the color and shape of all nodes depending on their state (focused, selected,
unselected), the legend configuration options and their explicit community values. If this is the first network
loaded, this controller will also create the DimensionStrategy object, a shared object between all active per-
spectives and the legend, that relates each user explicit community value with a color/shape.

• BoxController calculates the bounding box created for representing a community using all the citizen nodes of
the same community, and colors those bounding boxes. It also manages the clicks inside this bounding box,
to modify the bounding box border width and color when the community is highlighted.

• EdgeVisualController is responsible of the edges that join citizen nodes in the visualization. It changes the
color of the edges depending on their selected/unselected state. (an edge is selected if any of their source
nodes is selected). This controller also removes edges below a certain threshold or hide all edges that are not
selected, according to the visualization options.

3.2.3 Perspective builder module

The Perspective builder module allows selecting different options to create a new perspective for the Community
Model. The main classes of this module are the following ones:
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• ConfigurationTool creates all the UI elements in the Perspective builder, downloads the seed file and uploads
the perspective configuration file from/to the Community Model using the RequestManager. Additionally, it
customizes the UI according to the user interactions and the selected options.

• ConfigurationToolUtils contains the data structures needed by the Perspective builder, as long as the helper
methods to manage the JSON files that configure the UI –the seed file– and that will be sent to the Community
Model to create a perspective.

The Perspective builder uses a seed file for self-initialization of it UI. The seed file is a JSON object that contains the
following attributes:

• user_attributes: For configuring the Legend Attributes checkbox.
"user_attributes": [

{
"att_name": "demographics.explicit-community",
"att_type": "String"

}
],

• interaction_similarity_functions: For configuring the Interaction attribute dropdown selector. If its empty, the
first similarity dropdown and the options dropdown will be hidden.

"interaction_similarity_functions": [
{

"name": "ExtendedPlutchikEmotionSimilarity",
"params": [],
"on_attribute": {

"att_name": "interest.emotions",
"att_type": "dict"

},
"interaction_object": {

"att_name": "id",
"att_type": "String"

}
}

],

• artwork_attributes: For configuring the Artwork Attributes checkboxes. It contains sim_function objects for
configuring the devmode-algorithm selectors shown when dev mode is active.

"artwork_attributes": [
{

"on_attribute": {
"att_name": "author",
"att_type": "String"

},
"sim_function": [

{
"name": "EqualSimilarityDAO",
"params": [],
"default": true

}
]

}
],

• artworks: A list of artworks for configuring the Artwork dropdown selector.
"artworks": [

{
"name": "1610",
"id": "22769"

}
],
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• algorithm: For configuring the Algorithm dropdown selector available on dev mode. One of them will have the
default attribute with a true value, meaning that this algorithm will be used when dev mode is not active.

"algorithm": [
{

"name": "agglomerative",
"params": [],
"default": false

}
],

• BeliefStructure: For configuring the perspective builder for special case studies, like Hecht Museum, where
the artworks are substituted by beliefs and the configuration sentence is slightly modified.

"BeliefStructure": false

3.3 Perspective storage

This small component is responsible for the perspective selection and the download of the configuration files of
the selected perspectives. SavePerspectives creates the UI components for checking the available perspectives to
download and it communicates with the RequestManager to download them.
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4 inSPICE

4.1 Introduction

inSPICE is a web system for the creation, management, execution, and analysis of citizen curation activities which
abstracts and generalizes a good part of the interfaces of the SPICE use cases: GAM (Section 2.2), Hecht Museum
(Section 2.3), IMMA (Section 2.4), and MNCN (Section 2.5). In addition, inSPICE includes a library of components,
the inSPICE framework, designed to be easily integrated in activities hosted by museums (including components to
visualize artifacts and artworks or request inputs from participants in different formats, to name a few), and a preset
workflow to build new activity templates from the available components.
inSPICE templates are closely related to the concept of “citizen curation script” described in Section 1.1. Each
script is made up of predefined sequence of interpretation activities (e.g. collecting, artefact analysis) and reflection
activities (e.g. search, visualizing similarities and differences). In our system, an instance of an inSPICE template
defines a citizen curation script.
At the moment, the system includes three types of templates: visual story template, which implements the GAM
Game, multistage form template, which generalises IMMA and Hecht use cases, and escape room template, which
implements MNCN treasure hunts.
In addition to the management of citizen curation templates, inSPICE also supports session management. It is
common for a citizen curation activity to be carried out by different groups at different points in time, and it can be
interesting to manage these groups separately, both in terms of access control, which makes it possible to identify
individual contributions, and in terms of processing the data generated during each execution of the activity. This is
handled by the inSPICE sessions.
Figure 4.1 provides an example, taken from the visual story template, which gives an overview of the different roles
and perspectives in the use of inSIPCE that tipically includes:

Figure 4.1: inSPICE perspectives example.

1. Script and session configuration A museum curator selects and instantiates a citizen curation template, i.e.
a script. Once the script has been configured, different sessions can be defined and login credentials dis-
tributed to museum visitors. According to the type of template, we distinguish two types of script configuration:

Parameter configuration . Some templates, as the visual story in the example, come with a predefined
sequence of activities, a fixed script. In that case, just general parameters of the script can be configured
such as the artworks available to the user or the instance metadata.

Workflow configuration . In other cases, such as the escape room and multistage form templates, the
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concrete sequence of activities that make up a particular script is not fixed. The script author has a
palette of activities with which to design a particular workflow.

2. Script execution. Once the script and the session have been configured, museum visitors can “consume” or
execute the script, carrying out the interpretation and reflection activities that the script proposes and typically
generating some kind of input that the system will make persistent.

3. Session analysis. The set of data generated by the execution of a script can be visualised and analysed a
posteriori. Both individually, per session, from inSPICE, and in aggregate using SPICE’s community visualisa-
tion tools described in Chapter 3.

Next Sections describe templates and sessions in more detail. Chapters 5, 6 and 7, describe configuration tools for
available templates, and finally Chapter 8 describes inSPICE framework.

4.2 inSPICE: activity templates

The inSPICE activities are developed around the concept of “templates”. An activity template can be understood as
a blueprint that provides the following key points:

• A data-driven activity that a museum visitor can interact with either from the inSPICE platform itself or from an
external application (as will be seen later when describing the templates that make use of AR and VR-based
applications). These activities can have vastly different natures: games, forms, guided tours, etc. Something
important to note is that every activity included here must be able to be executed in its corresponding platform
from a JSON file in the format imposed by the template. That is, applications running an activity must be
data-driven and clearly define the format in which they need their data to operate.

• An authoring tool to generate the JSON files needed to launch the application running the activity. In order
to allow any curator to create new activities without the need for technical knowledge, each template must
have a web editor included in inSPICE that guides the user through the process of building a new instance of
the corresponding activity. The result of this process will be precisely the JSON file to be used by the activity
executor.

• An activity instance manager included within the inSPICE Dashboard. To enable access to an activity tem-
plate from the framework on a general basis, it is necessary to include it within the Activity Dashboard (more on
it below) and define what options to enable for an activity created by its corresponding authoring tool. This may
include duplicating or deleting the activity, opening it in its executor, or downloading the associated JSON if it
needs to be used in an external project. Additionally, the instance manager allows viewing the public activities
of other curators and using them as a basis or reference when creating one’s own activities.

• An activity session manager to control the access to activities through restricted users. This functionality
is enabled by default for any activity instance whose executor is inSPICE itself, and provides management of
named sessions in which a museum visitor can participate. In this way, a museum curator can create as many
sessions as required for their activity, and produce a number of anonymized user identifiers that can be used
in a given session to access it. Consequently, the participant will only be able to access an activity if they are
provided with a session name and an anonymous user ID associated with that session, and any contributions
or interactions generated by the user will be recorded in the system with the corresponding identifiers. This
allows a sense of identity to be maintained without the need to store sensitive information while limiting access
to only those users who have been explicitly granted credentials.

• A number of LDH collections to support the storage of activity data. In general, each activity template should
have at least one collection in the LDH where all the JSON files that define its instances are made available.
The authoring tools will then send their generated activities to these collections, and the dashboard will also
make use of these collections to retrieve the activities to be displayed. A template may rely on additional
collections that may be needed to store other types of supplementary information, such as user contributions.

• Optionally, a template can include one or more visualizers (internal or external) to analyze and understand
the patterns present in the participants’ contributions.
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That said, the main access point to the framework is the activity dashboard, which can be seen in Figure 4.2, and
which we will refer to frequently throughout the document as the main entry point for museum curators to the platform.
To access the framework one must possess a username and password provided by a platform administrator, since at
the time of writing there is no public service available for logging into the system. Once logged in to the application,
it is possible to see two different sections:

• The first row contains a set of activity templates available for creating new activity instances. In the example
from the figure, three templates are available: Visual story, detailed in chapter 5, Multistage Form (chapter 6)
and Escape Room (chapter 7). By clicking on any of these options it is possible to create a new activity based
on the corresponding template.

• The lower section contains an explorer for the activity instances available in the system using the templates in
the upper panel. This way, we can browse the public activities created by the current and other users, manage
them or use them as a basis for creating new activities. The specific options for a particular activity can be
consulted by clicking on the three vertical dots icon in the lower right corner of each card, and these are usually
different depending on the type of activity selected (for example, an Escape Room type activity does not have
sessions and cannot be launched in the browser, since it runs in a mobile application).

Figure 4.2: Activity Dashboard.

4.3 Session Management and User Authentication

One of the most pressing concerns in the early stages of inSPICE development was the need to maintain a notion
of identity for a user interacting with an activity in order to store their input and other interaction records, without
this raising a problem from the perspective of privacy and data protection. The way in which the Linked Data Hub
is constructed, however, poses a challenge regarding the authentication of these users. On the one hand, LDH
collections are not well conditioned to the storage of credentials or other sensitive data, which end up being exposed
to all those who have access to the collection itself. On the other hand, we pondered whether the notion of an
inSPICE user was necessary to begin with: most participants only end up taking part in a single instance of a
particular use case with its unique needs for demographic information on individual users.
As an example, in the MNCN use case the only demographic data of interest are age and gender, and it is the
use case itself that is responsible for keeping a record of these statistics, without these ever reaching the LDH. In
the context of the Narrative Game something similar happens: the demographics of the participants are collected
independently through a Google Forms form and stored by the use case maintainers privately. In view of this
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situation, it seems that any attempt to incorporate a full-fledged notion of user with full demographic and identity
information in the LDH would end up generating friction or privacy issues with some of the use cases. Nevertheless,
some activity templates, such as the Narrative Game require that participants can re-access the corresponding
activity instance in order to continue to generate content and manage the stories they had previously created (mainly
viewing and deleting them), and that access to the activity is restricted to only a specific group of people who have
been granted permission to participate by the activity creator.
Summarizing all the above comments derived from the specification requirements of the different use cases we
gathered the following general points as guidelines for the development of an acceptable identification and access
system:

• Access to activity instances should be limited to a set of users who are granted explicit permissions by the
activity designer to interact with them.

• It should be possible to store a specific user’s interactions with a given activity so that their contributions are
tagged with some form of identifier that the curator can later pair with demographic data.

• Systematic collection of demographic data across the board in the framework is ruled out. This implies that
the activities, from the participant’s point of view, act as an independent entity; that is, the participant is not
informed of the existence of other activities within the framework and does not own an account with associated
passwords, emails or names.

• In the use cases that require it, the participants must be able to access the activity again to continue with their
interactions, being able to manage and delete them if they wish to do so.

• The Linked Data Hub should not store any passwords or other sensitive participant information beyond possibly
anonymized user identifiers.

With this, after several iterations of designing an access system, we ended up opting for a setup organized around
the notion of “anonymized sessions”, for general use within inSPICE. Every activity instance managed by a con-
tent curator hosts a set of named sessions (e.g., “science week 2022”, “Narrative experiment March 2023”, etc.),
and each of these sessions in turn holds a limited list of anonymized user identifiers that can access them (8 al-
phanumeric characters, such as “vNLgKlSY”). To access a session-protected activity instance, the participant must
first enter the session identifier of the session they wish to take part in, followed by the user identifier assigned to
them through another channel by the creator of the activity. Thereafter, assuming the credentials provided were
valid, the participant is granted access to the activity instance and all subsequent interactions are labeled with the
corresponding session-user pair.
The storage of the sessions allowed in each of the activity instances is done from a dedicated collection in the
Linked Data Hub (uuid: 1522b478-33c2-49cc-a87f-241e68a8771e) that includes a document for each activity and
session, containing the list of all the user identifiers allowed for the session at hand. An example of a document for
the activity with id 6422d7195e6ae3ce1e1e1f019d and session name “sample” can be seen below, with a total of
10 allowed user identifiers. This collection is only accessible from the LDH keys associated with the inSPICE man-
agement applications, so it is kept isolated from each use case’s own contribution collections and user demographic
information.

{
"sessionName": "sample",
"activityId": "6422d7195e6ae3ce1e1f019d",
"availableUsernames": [
"0frHqal8",
"p7PpHGOb",
"MxTTwO9r",
"SyUX6Csf",
"jjp3LOWA",
"nm4tDGc1",
"v5zOtn07",
"3Fk47B3E",
"FMCNkWGG",
"10A7txeZ"

]
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// other database properties here
}

From a more visual perspective, the process of generating a new session begins in the inSPICE activity dashboard,
where a logged-in user can click on the three vertical dots icon in the lower right corner of any of their activities
to access the sessions menu, as shown in figure 4.3. From there, it is possible to manage the set of sessions
associated with the selected activity, add new users, or create new sessions.

Figure 4.3: Opening sessions panel from activity dashboard.

An example of the session menu for a particular activity instance can be seen in figure 4.4. To create a new session,
it is sufficient to click on the “Add New Session” button at the bottom of the popup, after which a session name (which
must be unique and not have been used previously within the activity) will be requested before it is added to the list.
Initially, a new session does not have any users associated with it, making it inaccessible for all practical purposes.
To add additional users to the session, one can simply enter the number of additional identifiers to be generated in
the field provided for this purpose in the lower right corner of the component, and click on the “Add Users” button.
Within a short time, the system generates the number of anonymized identifiers entered and adds them to the list,
which is then reflected in the interface. Next to the add users input there is a button to download the user names
included in the session list for convenience.

Figure 4.4: Session Management Panel.

From the point of view of an activity participant, upon entering the corresponding instance link, the application will
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redirect them to a session authentication screen like the one in figure 4.5, where they will have to enter the rele-
vant data. Here it should be noted that the access links to the activities have support for “prefilling” of these fields,
adding the values for the fields sessionName and username as query params of the url (example: ?session-
Name=storie&username=e4aM9WL7), so that it is possible to provide customized links to each user if one wishes
to avoid the need to go through the manual authentication process. Once a session access to an activity has been
performed, these credentials are stored locally until the user changes activity or performs a manual logout. At any
time, the user can consult their session data from the side menu accessed by clicking on the hamburger icon in the
upper left corner of the interface, and close their session by clicking on the Log Out option, as shown in figure 4.6.

Figure 4.5: Enter session credentials screen.

Figure 4.6: Side panel with user credentials and sign out option.
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5 inSPICE template: visual story

The Visual Story activity template was inspired by the use case proposed by the Galleria d’Arte Moderna in Turin,
originally known as “GAM Game” (see section 2.2) and was used to implement its current version in its entirety.
This use case is structured in three complementary parts depending on the user’s role in the activity: curation, story
creation and story consumption, of which the last two have already been presented comprehensively in section 2.2,
and therefore here we will only focus on detailing the part aimed at producing specific instances of the Visual Story
template that can be customized by the museum’s curator.
A museum curator’s perspective on the Visual Story activity template is provided by a web tool designed to configure
the various aspects of the flows in which visitors will participate during the activity. Provided with the appropriate
credentials, this process can be initiated from the inSPICE dashboard by clicking on the corresponding template in
the create activity section, as shown in figure 5.1. The current interface displays this template as “GAM Game”, but
this will progressively be replaced by “Visual Story” as its use becomes more widespread to other use cases.

Figure 5.1: Creating a Visual Story Activity from the Activity Dashboard.

The process starts with a simple form in which the curator must specify the basic information of the activity, including
a representative title, a brief description of its contents, an image that will act as a thumbnail to aid in identifying
it in the dashboard, a list of tags (i.e. “Young audience”, “Modern Art”) and starting and end dates for the activity
(determining where it should be available for consumption). This can be seen in figures 5.2 and 5.3. Note that
figure 5.2 also shows a navigation bar on top of the page, which allows the creator to move back and forth between
the different stages of designing a Visual Story by clicking on the corresponding stage selector. The activity can
be submitted at any time (equivalent to saving it to the server and publishing it) by clicking on the “Submit Activity”
option at the end of the bar, but it is important to note that this will only be enabled once all of the required pieces
of information have been provided to define the activity instance (visually, this is represented by all the stages being
colored and showing a ticks icon).
Once the basic information has been completed, it is possible to proceed to the configuration section of the game
stages, as shown in figure 5.4. Essentially, this interface allows configuring on the one hand the number of artworks
that the user must choose to create a story (a numerical range with extremes between 1 and 10) and the type of
inputs that they can choose to introduce multimedia content in their interactions (tags, emojis, text, etc.). We recall
here that a story is configured based on a number of collection artworks, for each of which the visitor must add an
interaction in the form of text (completing prompts such as “It makes me feel...” or “It reminds me of...”), or emojis/tags
placed over the image of the artwork.
Having established these practical restrictions, the last step consists of selecting the artworks that will be available to
users from among those offered in the Narrative database. This stage is shown in figure 5.5 and presents a search
tool in which the activity creator can explore the museum’s collection and select those works that interest them for
their instance. The selected works are marked with a colored frame, display their main data with an overlay on the
thumbnail, and can be consulted as a list by clicking on the icon in the upper right corner, below the text search
component. Hovering over any artwork displays a semi-transparent overlay with the same data displayed on the
selected artworks.
The artworks are listed in grid views like those in the figures, on pages of no more than 30 elements. The creator
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Figure 5.2: Basic Information: Title, Author and Description. Progress Line.

can easily change pages using the navigation component placed at the bottom of each page, which can be seen in
figure 5.6. Additionally, it is possible to apply filters or search for artworks by keywords. At the moment, filters can be
applied to the categories of date, author, and information (techniques used, for example), with filter tools placed to
the left of the artworks. By expanding any of the categories, the creator can see a preview of some values that appear
in the metadata of the collection artworks along with the count of how many items have that attribute in parentheses
at the end of the name, and additionally click on the “See All” option to open a popup with a comprehensive explorer
of all the filter options for the selected category (see figure 5.7). From this menu, a text search bar is also offered
to facilitate exploration in cases where there are too many possible values for the field. When clicking on any of the
filters or entering a search term in the search bar at the top of the interface, that filter is applied, this being reflected
with a label placed above the artworks view. The creator can remove a specific filter by clicking on the associated
“X” button, or by clicking on “Clear All” to erase all filters applied to the collection. This is exemplified in figure 5.8.
Once the activity is considered complete, the “Submit Activity” option can be clicked to send it to the server and
publish it in the system. This returns the creator to the activities dashboard, where they can find a thumbnail of the
activity they just created.
Being this an instance of the activity hosted within the inSPICE framework, in order for a user to access it they must
log in via the link enabled for it and possess a session name and an anonymous user id (all provided by the curator,
as specified in section 4.3). In this case, from the activity dashboard the curator may access the generated Visual
Story by clicking on the three vertical dots icon at the bottom right of the activity card, and then selecting the option
“Open Form in new Tab” (see figure 5.9). The URL of the page opened at that time corresponds to the link that
should be sent to the participants to access the activity. Access to the sessions can also be done from the activity
options, by selecting “Sessions”, while if desired to continue editing the activity at hand from the creation tool, one
can click on “Edit” for that purpose. Visual Story instances can also be duplicated using the corresponding option
from the contextual menu.
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Figure 5.3: Basic Information: Thumbnail, Tags and Date Range.
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Figure 5.4: Stage Settings Section

Figure 5.5: Artwork Selection Section
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Figure 5.6: Page Navigation Component

Figure 5.7: Field Filters Popup

Figure 5.8: Result after applying a Filter
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Figure 5.9: Accessing Generated Visual Story from Dashboard
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6 inSPICE template: multistage form

The Multistage Forms activity template has been designed to abstract the workflows used in the Hecht museum
and IMMA Deep Viewpoints pilots. The goal is to generalize them so that any museum curator would be able to
implement similar activities with minimal friction.
As was the case with the Visual Story template, this activity is structured in two different perspectives depending on
the type of user interacting with it, distinguishing between a curator/activity instance creator viewpoint and a museum
visitor/activity consumer viewpoint.
This activity template consists of three fundamental modules:

• A multi-stage form creation tool for museum curators.
• A tool for the consumption of these forms by activity participants.
• A tool for visualization of user responses, for the time being on a per user basis.

The specific activity included in inSPICE consists of a form presented to the participant in several stages, in which
the curator alternates between showing multimedia resources in the form of video, images or text with questions and
other interactive elements for the user to express their ideas and opinions about it, such as highlighting components,
likert questionnaires or open-ended questions, to name a few. These flows are fully configurable from a web editor
made available to museum curators without requiring any technical knowledge on their part, and user responses can
be explored through a user-friendly viewer.
In the following sections we will proceed to describe the operation of each of these modules within the use case
template in detail.

6.1 Multistage Form Creation

The multi-stage form creation module provides support for user-friendly configuration of an instance of this activity
template via a web interface. Provided with the appropriate credentials, this process can be initiated from the
inSPICE dashboard by clicking on the corresponding template in the create activity section, as shown in figure 6.1.

Figure 6.1: Creating a Multistage Form Activity from the Activity Dashboard

The process starts with a simple form in which the curator must specify the basic information of the activity, including
a representative title, a brief description of its contents and, optionally, an image that will be used as a thumbnail in
the dashboard to facilitate its identification. This can be seen in figure 6.2.
Next, the curator can proceed to the stage editing section, where they may gradually add different modules and
interactive elements to their form from among the available types. Initially, the form is empty, showing something
similar to what is illustrated in figure 6.3. In this figure we can appreciate the title editor interface for the first stage
(every stage has one at the beginning of it), where the curator may specify the title of the section and a brief
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Figure 6.2: Basic Activity Information

description as an introduction to what the user will find in it. This may include some general instructions on how
to approach the questions, or simply contextualize the material to be viewed next. Below this widget a button can
be found to add a new interactive element to the section. This button will in fact appear below the active (selected)
element of the editing tool, so that the curator can incorporate a new element at any time in any position they wish.
Finally, in the lower part of the figure, a last button in maroon color is displayed to create a new section for the form.
After adding a couple of elements to our first stage, we find ourselves with something similar to what appears in
figure 6.4. Note that here we have changed the type of the second element to “Display Text”, while the first one
retains its default type, “Multiple Choice”. To modify the type of the element, it is enough to click on the drop-down
in its upper right corner and choose a new value for this field. The drop-down displaying the types supported at the
time of writing the document can be seen in figure 6.5. It is worth mentioning here that the types shown in the figure
cover all the elements present in the current Hecht Museum activity, with the exception of element sorting widgets.
Another important detail of the previous figures is that it is possible to reorder and delete any form element by making
use of the options placed at the bottom of each card. As long as it is allowed by position, the location of an element
can be moved up or down by using the arrows in the lower left corner, while the trash can button in the lower right
corner enables the deletion of the corresponding element. Next to this last button, a toggle determines whether
the item is required in the form, or whether the end user must enter a compulsory response to it. Finally, at the
top of the card, a text field for specifying the prompt of the element can be found. In most cases, this corresponds
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Figure 6.3: Initial UI for Editing Activity Stages

to the question to be posed to the user, but in certain cases, as in the case of element types that only display
information or audiovisual material, this takes on the role of the resource title. All changes made to the activity are
saved automatically.

6.1.1 Item Types

In this section we will briefly present one by one the different types of elements that can be included in a form, starting
with the audiovisual content display elements. These correspond to the types “Display Text”, “Display Image” and
“Display Video” in figure 6.5, and can be found represented in figures 6.6, 6.7 and 6.8, respectively. As expected, the
“Display Text” element accepts as input the text to be displayed to the user as a textual card at the current position
within the section, while the cards for images and video take as input a link to the corresponding resource to be
displayed when they are shown. In the case of videos, we currently support YouTube videos and, to a lesser extent,
some embedded clips from other platforms. Lastly, in the case of images, it is possible to specify the size at which
they will be displayed to the end user, with a choice between small, medium and large.
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Figure 6.4: Adding new Items to a Stage

Figure 6.5: Selecting Question Type from Drop-down
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Figure 6.6: Display Text Form Item

Figure 6.7: Display Image Form Item
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Figure 6.8: Display Video Form Item
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Next are the multiple choice and checkbox elements, which can be used to request a user response with options
preset by the curator. The main difference between both elements lies in the number of accepted answers: in the
case of multiple choice, exactly one answer is expected from the user, while in the checkbox case a variable number
of answers to the question is allowed. These components can be seen in figures 6.9 and 6.10, respectively.

Figure 6.9: Multiple Choice Form Item

Figure 6.10: Checkbox Form Item
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On the other hand, we offer support for three open ended response elements: short text, long text and date. These
can be seen in figures 6.11, 6.12 and 6.13 and can be used both to request user data such as e-mail, name, date of
birth, etc, and to request long and loosely-formatted answers to questions that require more elaborate developments.

Figure 6.11: Short Text Form Item

Figure 6.12: Long Text Form Item

Figure 6.13: Date Form Item
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The last two elements supported to date correspond to components that are recurrent in the Hecht Museum use
case, and contemplate special types of questions with more specific inputs: Likert Questionnaires and Text High-
lighting. In the case of Likert-style questionnaires (figure 6.14), the curator is allowed to specify a common scale
that will be shared by all prompts that will appear afterwards, and is particularly useful for expressing degrees of
conformity with respect to a battery of related issues. The size of the scale can be adjusted by adding or removing
options via the +/- selector at the top of the component, while the text associated with each of the options can be
modified by clicking on the corresponding entry. To add a new item to the list of prompts of the questionnaire, it is
sufficient to click on the + button at the bottom of the card, allowing each of the prompts to be edited or deleted if
necessary from the options of each item in the list.

Figure 6.14: Likert Scale Form Item

In the case of text highlighting (figure 6.15), the curator can enter any text to be annotated by the user using a series
of markers that can be configured by the form creator. As was the case with Likert questionnaires the list of available
markers can be customized from the +/- selector at the top of the component by typing the name of each marker in
the text input next to each color. A maximum of 6 possible markers per question is established here.
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Figure 6.15: Highlight Text Form Item
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6.2 Multistage Form Consumption

The multi-stage form activity consumption module provides support for rendering the activities designed by the
museum curator with the help of the tool introduced in the previous section into a web form. Being this an instance
of the activity hosted within the inSPICE framework, in order for a user to access it they must log in via the link
enabled for it and possess a session name and an anonymous user id (all provided by the curator, as specified in
section 4.3). Continuing with the example of the instance created in the previous section, from the activity dashboard
the curator may access the form generated on the basis of its configuration by clicking on the three vertical dots icon
at the bottom right of the activity card, and then selecting the option “Open Form in new Tab” (see figure 6.16). The
URL of the page opened at that time corresponds to the link that should be sent to the participants to access the
form. Access to the sessions can also be done from the activity options, by selecting “Sessions”, while if desired to
continue editing the activity at hand from the creation tool, one can click on “Edit in new Tab” for that purpose.

Figure 6.16: Accessing Generated Form from Dashboard

After completing the authentication through the session - user id pair, the user is brought to the first stage of the
activity, as can be seen in figures 6.17 and 6.18 for the example form created in the previous section. This being
the first stage of the form, the UI renders an additional card component on top of it with the title and description of
the activity, which will not be present in further stages. Note that here we have created a separate stage for each
of the element type blocks introduced when presenting the creation tool, and we will show each of the consumption
side components of the form in the same order and with the same examples that we used previously. The display
elements, not requiring any user interaction, merely render the resources that were specified at the time of creation
as shown in the figures. To advance to the next section, it is enough to click on the “Next” button in the lower left
corner.
The second form stage can be seen in figure 6.19 and depicts the user side of the closed response block compo-
nents. Note here that the first card shown in the stage no longer presents the description of the activity and replaces
this field with a reminder of the anonymous user code currently in use. Being in an intermediate section, the naviga-
tion button at the bottom, which previously only allowed moving forward, is now accompanied by a second button to
return to the previous stage. As for the components themselves, all items marked as required in the creation tool are
now marked with a red asterisk next to their prompt, and in the multiple choice and checkbox components the user
can select the desired answers before proceeding to the next section (remembering the limitation to one answer for
the multiple choice case).
The third form stage can be seen in figure 6.20 and shows the user perspective of the the open-response compo-
nents. These act as traditional text and date inputs and may be accompanied by format validators, as can be seen
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Figure 6.17: First Stage: Activity and Stage Title. Display Image Component

in the case of the date card at the bottom of the figure.
The fourth and final stage can be seen in figures 6.21 and 6.22 contains examples of the Hecht use case specific
components. The first figure shows a response to the Likert scale designed in the previous section, in which the user
entered the degree to which they agreed with the prompts in the list, while the second reflects the use of the text
highlighting component, whereby the user may select the various annotation markers via the marker palette at the
bottom of the card to highlight the desired text fragment with the corresponding color. This marker palette additionally
includes a deletion option to remove the highlighting of the next selected section. Since this corresponds to the end
of the form, the user can proceed to click on “Submit Response” when they have finished filling in all the fields to
send their response to the server.
Upon successful submission of the response, the user is redirected to the screen shown in figure 6.23, where they
will be able to enter an additional response if desired. Subsequently, the responses collected through this form can
be viewed one by one by the creator of the activity via the “View Responses in new Tab” option accessible from
the instance options in the inSPICE dashboard, and which can be seen in figure 6.16. This opens a display view
in which the curator is able to see the total responses collected for the form at hand in a panel in the top section
(see figure 6.24) and choose the index of the response they wish to browse. Since the responses are anonymous
by design, the only way to determine to which user each interaction corresponds is to enter an explicit prompt for
name or other identifier, should this be necessary or desired. The responses themselves appear directly below
this selection panel and are constructed by displaying the user’s perspective components with the fields populated
with the information entered during the interaction while blocking the ability to do any editing. That is, the display
components are the response components after disabling focus and input of any type.
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Figure 6.18: First Stage: Display Text and Video Components
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Figure 6.19: Second Stage: Closed Answers Components
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Figure 6.20: Third Stage: Open-ended Question Components

Figure 6.21: Fourth Stage: Likert Scale Component
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Figure 6.22: Fourth Stage: Highlight Text Component

Figure 6.23: End of Form: Response Sent

Figure 6.24: Response View: Response Selection
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6.3 Adapting Multistage Forms: IMMA as an example

The Multistage Forms activity template support the same type of interface provided by IMMA Deep Viewpoints and
any activity framed within it can be easily transformed into a Multistage Form instance using the inSPICE tools.
As an example, we can choose an arbitrary IMMA Viewpoints activity such as the one given by the link https://spice.
kmi.open.ac.uk/demos/imma-slow-looking/slowLooking/623b336fba2b2119626d0ec3 and convert it into a Multistage
Form instance (in this case, the generated version can be found at http://spice.padaonegames.com/multistage-form/
consumer/view/6422d7195e6ae3ce1e1f019d; the test credentials sample - 0frHqal8 can be used for access).
This activity focuses on a specific work from IMMA’s collection: Shitting Bricks and seeks to guide the user through
a reflective process by focusing on each of the most relevant aspects of the piece. Some screenshots of the original
IMMA activity and its inSPICE counterpart can be found in figures 6.25a, 6.25b, 6.26a and 6.26b.

(a) Original IMMA activity

(b) inSPICE Adaptation

Figure 6.25: Shitting Bricks: What do you see?

As can be seen in these examples, the stages of an original viewpoints activity can be translated fairly closely into
stages of the inSPICE activity template, with a slightly different user interface and some concessions such as the
format in which the title of the images is displayed or changing the batteries of questions such as those in the “What
does gold mean to you?” prompt to be sequential lists of items rather than a selector where one must press “Next”
and “Back” to toggle between prompts. With this, we believe that this use case can be included in the more general
template already available in inSPICE, allowing the generation of similar activities by any other museum curator.
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(a) Original IMMA activity

(b) inSPICE Adaptation

Figure 6.26: Shitting Bricks: What does gold mean to you?
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7 inSPICE template: escape Room

The Escape Room activity template was inspired by the use case proposed by the National Museum of Natural
Sciences in Madrid (see section 2.5) and was used to implement the tool that is currently being used to produce new
adventures to be used on the Unity 3D escape room games for museum visits and research projects. Structurally,
this template has two very distinct constituent parts:

• A web editor included in the inSPICE suite of curation tools for conveniently configuring the structure of the
adventure that will then be run on participants’ mobile devices, enabling the inclusion of multimedia resources
and easy design of all the elements needed to create an Escape Room (rooms, questions, dialogues, artifact
hunts, etc.). The result of the configuration process is a JSON file that can then be used to generate an
application .apk file executable on an Android device.

• An application developed in Unity3D generated from the JSON data of the previous point that executes the
design produced by the museum curator, and with the structure explained above. This template is at the time
of writing the only activity whose execution is performed from an external application to inSPICE (mostly to
take advantage of all the possibilities that a game engine like Unity3D offers in terms of interactive puzzles or
AR), but its creation is delegated to the system in order to make the design accessible to any non-technical
user, and speed it up for users who are already familiar with the engine.

Next we will elaborate on the options available from the web editor, showing for each of them how they are reflected
in the application generated from the JSON specification.
The game designer’s view of the Escape Room Creation Stage home screen (figure 7.1). Clicking on the Escape
Room tab in the top left corner of the screen will display the settings for the new activity. To create a new stage for
the game, select the + Add Stage button in the bottom left corner.
Escape Room Activity Settings screen (figure 7.2) for the Escape Room activity from the game designer’s perspec-
tive. Here, the game designer can set the main information about the escape room, such as the activity title, that will
be used as the application name, the app APK ID and the version of the app that will be used for this build.
More details that the game designer can set on the Escape Room Activity Settings screen (figure 7.2). Here the
game designer can set the app icon that players will see on their devices when they want to open the app. To create
the app icon, use the Select Image button in the App Icon area. This allows you to upload and select any image. In
addition to the icon, the game designer can create new characters and diary pages by clicking on the appropriate
buttons.
The Character Creation screen (figure 7.4) can be accessed by clicking the Create Character button on the Escape
Room Activity Settings screen (figure 7.3). The game designer can upload and select an image for the new
character that is going to be created. The character name and description can also be set from this screen. The
game designer must click on the ’Save Changes’ button in the bottom right corner or the character won’t be saved.
There is no limit to the number of characters that can be created by simply clicking on the Create New Character
button at any time. The characters created can be edited if necessary.

The Character created on (figure 7.4) screen, will be shown to the player shown on figure 2.44, image 1. The
character will always be shown next to a text box.
The Diary Pages creation screen can be accessed by clicking the New Diary Page button in the Escape Room
Activity Settings screen (figure 7.2). Diary pages can be used to display important information to the player. The
game designer must specify a Diary Page name and insert text, images or both. The Diary Page is divided into a
left and right side, where you can choose where the information is displayed. To create the Diary Page, the game
designer must click the Save Changes button in the bottom right corner, otherwise the page won’t be saved. There
is no limit to the number of Diary Pages that can be created by simply clicking on the New Diary Page button at any
time. These pages can also be edited at any time.
To create the game, the game designer needs to add stages. These stages can only be made from a list of types
and follow a specific order. In the bottom left corner of the Escape Room Creation Stage home screen (figure 7.1),
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Figure 7.1: Interface of the Escape Room Creation screen.

the game designer will find the Add Stage button (figure 7.6). There is no limit to the number of stages that can
be created. You can use the up and down arrows to the right of the stage to change the order of the stages. The
Duplicate button on the left side of the Stage allows the game designer to duplicate an exact copy of the Stage and
the Trash button can be used to delete an entire Stage if required.
The types of Stages that can be added in Figure 7.6 can be of different types. On the selected Stage screen, in
the top right hand corner, the game designer will find the Stage Type drop down menu with all the different types
of Stages that can be added. These stages will be: Narrative, Pack Puzzle, Object Obtained, Diary Page, Room,
Test (Multiple Choice), Free Answer (Multiple Choice), Waiting Code, QR Scan, AR Scan, AR Overlay, Load Scene,
Narrative, Unlock Password and Session Code. Each stage is completely different and can be used as required.
There is no limit to the number of times each type can be used.
To create an Escape Room, the stage type required is: Room. The Room stage is always be made up of "Blocks",
and "Blocks" are filled with puzzles that the player must solve in order to escape the room. The game designer can
add up to 4 Blocks to the room, but must also edit an additional Block called the ’Exit block’. This block allows the
player to leave the room and progress through the game.
The first thing to do in the Escape Room is to configure it. Add as many hints as needed, so that players know all
the specific information about the Escape Room. Also, make sure to lock the Exit Block so that it is only available to
the player once they have completed all the other blocks.
Once the Room Stage has been created, the game designer needs to add blocks to make the room playable. The
Settings and Exit Block screen (figure 7.9) allows the game designer to adjust the settings required for this room.
Also, the Exit Room is mandatory, so it will always be displayed in the Escape Room. If the game designer needs
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Figure 7.2: Interface of the Escape Room Settings screen.

Figure 7.3: More details from the Escape Room Settings

to add more blocks, they can add up to 4 blocks by clicking on the ”+” button. If one is added by mistake, it can be
deleted with all its contents and also moved out of position.
The blocks are what is inside of the rooms in the Escape Room. The Manage blocks for the Escape Room screen
(figure 7.10) allows the game designer to navigate between the different blocks used in the room, the Settings of the
room and the Exit Block. Using the ”+” Button allows the game designer to add new blocks to the room. There is a
duplicate button that can be used to make an exact copy of the block, a delete button to delete an entire block and
also arrows to move the order in which the blocks can be displayed.
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Figure 7.4: Interface of the Character creation screen.

Figure 7.5: Interface of the Diary Pages creation screen.

Figure 2.47, image 1 shows how the Escape Room is displayed in game. There are 4 boxes showing the 4 blocks
inside of the escape room and in the middle is the Exit Block. The player can enter any of the 4 unlocked blocks, but
must complete them to unlock the exit block. On the 4 main blocks, the player will see an image or text depending on
what the game designer has chosen. Clicking on one of the blocks will bring up a text box telling the player what the
block contains and whether or not they want to enter it. These blocks are randomly placed, so not all players have
the same distribution of blocks. This means that not all the players will be doing the same tasks at the same time. It
is recommended to not use a numerical system to name the blocks, so that the players do not have a specific order
in which to solve the blocks.
Each block can be modified individually. Once a new block has been added using the "+" button shown in the Manage
Blocks for the Escape Room screen (figure 7.10), the Block Information screen (figure 7.11) will be displayed. This
screen allows the game designer to configure various aspects of the Escape Room Block. The game designer can
choose wether the block shows the player a title or an image, and the block can show a description of what is inside
the block. When the block is completed by the player, the game designer can choose to show a new title or image for
the block. Finally, at the bottom of the screen, the game designer can use the "New Puzzle" button to start adding
puzzles to the block.
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Figure 7.6: Add Stage to the game.

The "New Puzzle" Button at the bottom of the Block Information screen (figure 7.11) will opens a new puzzle screen.
As shown on the Adding a new puzzle to the block screen (figure 7.12), Puzzle number 1 can be any puzzle selected
from the drop down list. This list includes: Narrative, Pack Puzzle, Object Obtained, Diary Page, Room, Test (Multiple
Choice), Free Answer (Multiple Choice), Waiting Code, QR Scan, AR Scan, AR Overlay, Load Scene, Narrative,
Unlock Password and Session Code.
Narrative is one type of puzzle that can be selected from the drop down list showed on the Adding a new puzzle
to the block screen (figure 7.12). The narrative stage screen is used to provide text information to the players. The
Add Dialog button allows the game designer to create an unlimited number of text windows. These text windows will
appear on the left side of the stage and they can be rearranged, duplicated or deleted. Each window can be modified
to display different text and different characters. The created dialogs created can be edited, duplicated, deleted and
rearranged in any order.
Each dialog box can be individually customized by the game designer. It is possible to select any character created
in the Character creator screen (figure 7.4). There is a drop down menu to select the required character. Below
the character selection, there is a text box where the game designer can enter the text for that particular dialog
(figure 7.14). In game, the narrative stage would look like figure 7.15.
Object Obtained (figure 7.16) is another type of puzzle that can be selected from the drop down list shown in the
Add a new puzzle to the block screen (figure 7.12). This allows the game designer to select an object to give to the
player. The Select Image Button allows the game designer to decide which image that will be revealed to the player
at this stage. Below the image selected to be given to the player, there is a box where the game designer can write
a short text for the player.
Figure 2.51, image 1, shows the obtained object in the game. In the center of the screen, the image of the object
obtained will appear with an animation that enlarges the image. A small text will appear below the object.
The Pack Puzzle stage (figure 7.17) allows the game designer to add all the pieces needed to solve a jigsaw puzzle.
The first step is to set the amount of time the player will wait after solving the puzzle before moving on to the next
stage. The time is set in seconds. Then, the image of the piece can be uploaded using the Select Image button. The
system will automatically recognize the coordinates occupied by the image. Select the area of the game where you
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Figure 7.7: Types of Stages that can be added to the game.

want the piece to be placed in the Start Position area and the size of the piece in the Piece Size area. If any of this
information changes, you can also edit or even delete the puzzle piece on this screen.
Figure 2.55, images 1 and 2, shows the look of the Pack puzzle in game. The screen shows the box where the player
must place the pieces on the left and the pieces they can use on the right. The player can pick up and drag them
into the box. Once the puzzle is solved, the player must wait the time set by the game designer in order to advance
to the next stage. Make sure that the pieces can only be positioned in one way, so that there is no chance of the
player solving the puzzle in an unintended way and getting stuck on that stage.
The AR Scan stage (figure 7.18) is used to track a specific image with a device’s camera. This screen allows the
game designer to select a trackable image for the player to search for. The Select Image button allows the game
designer to select the image to be tracked. The game designer can also specify the physical width of the image to
be tracked, in meters. Also, a short text with hints to help the player find the image to track.
Figure 2.45, image 1 shows the explorer’s spyglass from the players perspective. The camera on the device using
the game is opened. At the top center of the screen, the player sees the word "Searching" with an image of a
compass. And at the bottom center of the screen, the clue provided by the game designer as to what needs to be
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Figure 7.8: Types of Stages that can be added to the game.

Figure 7.9: Settings and Exit Block.

Figure 7.10: Manage blocks for the Escape Room.

found. When the player tracks the correct image, the compass will focus on the center of the image and change
color. Also the top text will change from "Searching" to "Found". In Figure 2.45, image 1, the player’s camera has
been activated and the text indicates "Hint: Use the camera and aim at the smallest tree in the panel" and players
must look for that tree in the museum to advance in the game.
AR Overlay uses the same system as the AR Scan stage (figure 7.19) which is used to give the player something in
return for tracking an image with the device’s camera. This screen allows the game designer to select a trackable
image for the player to search for. The Select image button allows the game designer to select the image to track.
The game designer can also specify the physical width of the image to be tracked in meters, as well as a short text
with hints to help the player find the image to track. The game designer can then select which image to use as an
overlay over the trackable. This image will be placed on top of the trackable image.
Figure 2.45, image 2 is how the AR Overlay stage looks in the game. The camera of the device using the game is
opened. Once the player has tracked and focused on the correct image, the image selected as the overlay will be
displayed on top of the trackable image. The player will also see a clock in the top left corner, indicating how much
time they have to focus on the image to move on to the next stage.
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The Question Free stage (figure 7.20) is used to test the player with a question that does not have an answer. There
is no correct answer to the question asked and is used to learn something from the player. Here the game designer
can decide the text for the question, the number of answers, the answers, the minimum and maximum answers to
be selected, and also the one click answer. The one-click answer means that the first answer selected is locked in
immediately, leaving no time for the player to reconsider.
Figure 2.44, image 2 shows how the Free Answer question is displayed in the game. At the top of the screen is a box
with the text of the question the player will be asked. Below this are the options that the player can choose from. As
there is no correct answer to this type of question, any button selected will be sufficient for the player to move on to
the next stage. In Figure 2.44, image 2, the text states "Your group made up of?" and players must select an answer
between "Boys, Girls or Both?", with no answer being correct.
The Test Stage (figure 7.21) is used to test the player with a question that has an answer, this is used to test the
player’s knowledge, as it is intended that they answer correctly. Here the game designer can decide the text for the
question, the number of answers, the answers, which one is the correct answer, the minimum and maximum answers
to be selected, and also the one click answer. The one-click answer means that the first answer selected is locked in
immediately, giving the player no time to reconsider.
Figure 2.49, image 1, shows how the Test answer question is displayed in the game. At the top of the screen there
is a box with the text of the question that is being asked to the player. Below that are the options that the player can
choose from. This type of question has a correct answer, so after the player has chosen and answered, they will be
told whether they have answered correctly or not, but they can still move on to the next stage of the game.
The session code stage (figure 7.22) assigns a unique code to the player so that the game designer can track the
game session. On this screen, the game designer decides the text that will be displayed to the player when they
receive their personal code. Also the text that appears before the user number. This way, if the game designer is
running more than one group at a time, it can be split and easily tracked later. The number of user codes created
for each session can also be easily set using the + and - buttons. The game designer can also download the list of
codes into an ".XLS document". The Add New Session button allows the game designer to have different sessions
of the same game and run different tests with different groups.
At the Unlock Password Stage (figure 7.23), it is possible to set a 4 digit code. The game designer can choose the
text that is displayed, the 4-digit code that can be displayed as a 4-digit lock or in hourly format, and the text that is
displayed if the entered code is incorrect.
Figure 2.50, image 1 shows what the Unlock Password stage looks like to the player. At the top of the screen, there
is a text box to show the information the game designer wants. Below, there are 4 scrollable wheels with numbers
from 0-9. The player can choose any number. If the answer is wrong, a message is displayed and if the answer is
correct, the player can proceed to the next stage. In Figure 2.50, image 2, the text reads "In which year was the
word biodiversity first used?" and players must find the exact year on an information panel in the museum to answer
correctly.
The waiting code stage screen works with a text-based code that must be entered to solve the stage. The game
designer can write the text that is displayed to the player, the codes to solve that stage, and decide whether the
codes are case-sensitive. There can be more than one code to solve the level.
Figure 2.56 shows what the Waiting Code stage looks like in the game. It shows the player the text written by
the game designer and an empty text box to enter the answer. Clicking on the empty text box opens the device’s
keyboard to enter the answer. If the entered answer is incorrect, the player will have to try again, and if the answer is
correct, the player will proceed to the next stage. In Figure 2.56, the text indicates "Wait for the rest of the players to
finish to receive the code and move on to the next area". This way, the players who finish quickly, wait for the players
who take longer, and move on as a group.
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Figure 7.11: Block information screen used to modify each block individually.
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Figure 7.12: Adding a new puzzle to the block.

Figure 7.13: Narrative stage screen.
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Figure 7.14: Individual customization to the Narrative stage screen.

Figure 7.15: In game character in a narrative stage.
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Figure 7.16: Setting up the object the player will obtain by solving a puzzle.

Figure 7.17: Pack puzzle stage shows how to add pieces of a jigsaw puzzle.
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Figure 7.18: AR Scan stage.
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Figure 7.19: AR Overlay stage screen.
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Figure 7.20: Multiple Choice question with Free answer stage.
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Figure 7.21: Multiple Choice question Test stage
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Figure 7.22: Session code stage screen to assign each player an individual code.
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Figure 7.23: Unlock password stage screen.
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Figure 7.24: Waiting Code stage screen.
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8 inSPICE Framework

8.1 General Architecture

In this chapter we will present an overview of the architecture used in inSPICE across the different layers that
constitute the framework, as well as the most important concepts necessary to understand how they work and their
expected usage patterns.
The inSPICE framework is structured in two fundamental blocks used to mediate the communication between the
users of the offered templates and the different services and persistence layers belonging to the other work packages
within SPICE.
The first block comprises a single-page web application developed in React + Typescript, which contains all the nec-
essary building blocks to build and define new templates in a modular way, as well as the higher-order components
that combine these atomic pieces to produce specific pages within the application that represent flows associated
with particular use cases.
The second block is given by a server developed in NodeJS (also using Typescript instead of Javascript), intended
to expose a series of mechanisms and endpoints that enable communication between web applications and the
various services offered within SPICE. In particular, at the time of writing, the inSPICE server allows communication
with the WP6 reasoning services for the recommendation of works and Narrative Game Stories that are similar /
opposite to a given one in terms of expressed emotions, with the WP4 LDH as the main persistence mechanism for
a large majority of the data needed to support the operation of the different templates, and with the WP3 community
reasoners to provide visualizations for the implicit communities and patterns derived from user-generated content.
Additionally, the inSPICE server counts with its own private persistence layer, built on a MongoDB database, aimed at
storing any sort of sensitive information that due to privacy and security considerations should not be saved directly
on the LDH (information related to user records and credentials, for instance). A general overview of this structure
for one of the templates included in the framework (Narrative Game Activities) can be found in figure 8.1.

8.2 Web Infrastructure: Templates

We will now present the infrastructure of the first building block of the framework in more detail, describing the
technologies used and the general structure/philosophy of this sub-project.

8.2.1 React and Typescript

React is a “JavaScript library for building user interfaces”, while TypeScript is a “typed super-set of JavaScript
that compiles to plain JavaScript.” By using them together, we essentially build our UIs using a typed version of
JavaScript. The reason to use them together would be to get the benefits of a statically typed language (TypeScript)
for your UI. This means more safety and fewer bugs shipping to the front end. TypeScript compiles the React code
to type-check the code. It doesn’t emit any JavaScript output (in most scenarios). The output is still similar to a
non-TypeScript React project.
Components let you split the UI into independent, reusable pieces, and think about each piece in isolation. Con-
ceptually, components are like JavaScript functions. They accept arbitrary inputs (called “props”) and return React
elements describing what should appear on the screen. Using TypeScript with React allows to develop strongly-
typed components that have identifiable props and state objects, which will ensure any usages of your components
are type checked by the compiler.
During the development of the inSPICE frontend, React was used as the main framework for the structuring and
construction of the different web interfaces and the components that make them up. As development progressed
and new activity templates were gradually incorporated into the platform, inSPICE has accumulated a number of
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Figure 8.1: General Architecture of inSPICE from the perspective of the Narrative Game use case.

recurring components for different use cases that end up defining a proprietary library of UI elements for the view
layer, facilitating the development of subsequent activities that present similar features to those included in existing
templates.

8.2.2 Component-driven Design. Storybook

Before delving into details about the components themselves, however, it is useful to give a general idea of the
workflow followed for the creation and design of the components at hand, which adopts a bottom-up strategy whereby
we start from the particular use cases, and progressively adapt the tools designed to solve them so that they become
more general-purpose components, and not just tailored to suit their original use cases. The workflow followed is
thus activity (use case) driven, and can be summarized in the following steps:

1. For the considered activity, define its view layer requirements in terms of required components and the inter-
action between them, as well as the types of data with which the activity in question works.

2. Once the functional and component requirements are clear, identify which components from our collection
could be used, after a potential functionality extension step, to represent those specified in step 1.
Here we also consider the problem of “translation” of data types between activities: indeed, each activity may
define different data types on potentially very similar entities (e.g. data types related to artworks, fundamentally
identical between use cases save for subtle differences in naming and a few fields specific to each activity), so
that the components that served to manage the view layer of an entity in a use case can often be extended to
be able to support the new requirements induced by incorporating the new activity. Additionally, particular data
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types can be converted to a common data type that generalizes the others, by means of mapping functions
defined to solve the problem of incompatibility between use cases.

3. After this identification step, implement from scratch those components that cannot be obtained as a gener-
alization of other components in our catalog, and incorporate the necessary extensions in those that can be
generated from the previous ones.

Since in practice the above process usually starts from some kind of mock-up or preliminary prototype interface that
precedes development, the above steps can be adapted more concretely in the following sequence of stages:

1. Create mock-ups that provide an overview of the workflow to be developed and the interfaces required within
the template at hand.

2. Within these mock-ups, identify those elements for which it is possible to find a component that already exists
within the current library and which, possibly after a generalization phase, could be used in the context de-
scribed in the corresponding mock-up. As an example, if a mock-up makes use of an interface element that
displays a thumbnail of an artwork along with its most important information, and there is already a general
component within our library dedicated to rendering such thumbnails, except perhaps for some fields of inter-
est, this can be generalized by adding the possibility of incorporating additional fields, and used to build the UI
of the given mock-up.

3. For all those elements that do not seem to have a sufficiently similar component within the framework library,
create new dedicated components and incorporate them into the project repository.

4. Once all the components needed to build the interface described in the mock-up are implemented, combine
them into higher-order components (or “pages”), which should normally be independent of external data. By
this we mean that the pages referred to in this step are limited to rendering content and exposing a series of
callbacks in their props to notify their parent components of the various end-user interactions with the interface,
but do not make any actual API calls themselves.

In order to isolate and simplify the generalization of existing components in point 2 and the development of new
components in point 3 as much as possible, the project makes use of Storybook, an open source tool for building
UI components and pages in isolation. In practice, this means that it is possible to test and visualize the different
components in the library without the need to integrate them into any larger part of the application. This is convenient
not only for development (the programmers/designers in charge of the creation of atomic components do not have to
interact directly with the rest of the framework to know that their work is functional), but also for the distribution of the
project, since it essentially acts as an interactive gallery of components that can be easily distributed to third parties
to dynamically display the developed elements, and even provide code samples to exemplify their use. With this,
Storybook also serves as UI documentation, additionally enabling the inclusion of illustrative notes and explanations
based on the comments embedded in the code.
At the functional level, Storybook relies on the use of “stories”, defined as functions that return the rendered state
of a component given a set of compatible props as a parameter. In practice, this means that each component that
should be included in the Storybook catalog needs to at least expose a story to the framework that specifies how
to render that component when it appears in the documentation. In general, most stories simply return an instance
of the component at hand with a set of default parameters, but in higher-order components it may be necessary to
provide additional mocking of services (e.g. stories concerning complete pages within the application), or of global
contexts (theme, styles, language, etc.). An example of a story with auto-generated reference code can be found in
figure 8.2, and the associated menu to dynamically interact with the different props that are passed to the component
in figure 8.3.

8.2.3 Handling of Services

As mentioned earlier, the application “pages” or “screens” associated with specific flows should be as isolated as
possible from any type of logic that requires calling external services, so that it is possible to fully develop a complete
interface with mocked data without the need to understand how this data is obtained or how the user’s actions
translate into communication processes with the server.
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Figure 8.2: Story with auto-generated reference code in Storybook

Figure 8.3: Property inspector and editor for a component in Storybook

As a result, all “screen” type components are usually divided into two nested parts: a parent element that manages
the use logic of services and calls to external APIs, and a child element that receives the relevant data from the parent
and uses it to render the interface, possibly calling a series of callback methods to notify the parent component of the
user’s actions. Upon receiving these actions, the parent component in charge of communicating with the services
may trigger a series of API calls to submit information or update the data rendered in the child.
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These components dedicated to encapsulate rendering elements and manage communication with services make
use of their own hook, useAsyncRequest, to execute requests to external APIs from services. This hook is reused
throughout the framework to centralize the asynchronous function triggering logic, and has a number of interesting
properties that justify its use over the direct use of a service function within a useEffect hook:

• Every asynchronous request handled by the hook is wrapped in a union data type which can be seen below
that allows specifying in which particular state the request is in. This is also convenient in that when the request
ends up in a success or failure state, the result can be easily retrieved and assumed to be of the type specified
when declaring the request function.

export type AsyncProgress<ResultType = any, ErrorType = any> =
| { kind: ’idle’ }
| { kind: ’running’ }
| { kind: ’success’, result: ResultType }
| { kind: ’failure’, reason: ErrorType }
;

More specifically, the hook keeps an object adhering to the above type as its internal state, and updates it as
the request progresses. This means that any change in that state triggers a re-rendering in a React component
that makes use of the hook, allowing conditional renderings as in the following example:

const [fetchActivityArtworksStatus] =
useAsyncRequest(fetchActivityArtworks, []);
if (fetchActivityArtworksStatus.kind === ’running’) {

return <LoadingOverlay message=’Fetching activity artworks’ />;
}

if (fetchActivityArtworksStatus.kind === ’failure’) {
return <ErrorPanel message={‘There was an error when fetching the

activity artworks:
${fetchActivityArtworksStatus.reason}
‘} />;

}

// cache the value of our activityArtworks after they are fetched.
const artworks = fetchActivityArtworksStatus.result.data;

if (artworks !== undefined) {
return (

<GamGameUserFlow
activityDefinition={activityDefinition}
artworks={artworks}
artworkCount={artworks.length}

/>
);

}

return <ErrorPanel message=’Found no activity artworks’ />;

This allows for a very exhaustive management of the different scenarios in which a call may derive, and to
modify what is shown to the user in each situation in a conditional and declarative way.

• The hook supports a list of dependencies as a second parameter and re-executes the associated request
each time these dependencies are modified. This is especially relevant if we are working with some type of
page in which the content received from the services must change continuously throughout the life cycle of
the component, for example with elements that make active use of pagination systems, or when we want to
execute an asynchronous request conditioned to some variable belonging to the internal state of our page (for
example, submitting template definitions to be stored in persistence, only when certain conditions over the
state of the page are met). The most typical example with a search and pagination component would be:

// API Requests to fetch artworks and unique filtering fields
const [fetchDataStatus] = useAsyncRequest(fetchStepData, [page,

itemsPerPage, appliedFilter]);
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• Lastly, it is possible to make the request passed to the hook only be executed when a method acting as a
trigger is explicitly called, which can be accessed from the array in which the hook is declared, as in the
example below. Here, the request to perform a login attempt is only executed when the triggerRequest
method is explicitly called from some point in the component definition.

// Perform login request only after actively calling triggerRequest
const [performLoginRequestStatus, triggerRequest] =

useAsyncRequest(performLogin, [], false);

The vast majority of asynchronous requests used from this hook stem from the need to use functions belonging
to template-structured services that connect to the corresponding endpoints within the inSPICE server layer. The
services required by the application are initialized when it is launched for the first time, and from that moment on
they can be accessed globally from any point of the application.

8.2.4 Global Contexts. Styling and Multi-language support

Another of the most important aspects to manage within the framework is the support for global configurations that
allow defining both the language and the general style of a given part of the application. Indeed, each of the templates
may wish to use a different visual style for the general-purpose components of the application, and additionally each
museum may require its own style when deploying its own instance of inSPICE. On the other hand, the interface
of a given template (and of the common parts of the framework) should be, in most cases, available in at least two
different languages (the language of the country hosting the use case on which the template is based, in addition
to English as the standard language), and again, the language options available could be specific to each of the
independent instances of inSPICE.
In order to address the theming requirement, in the framework we make use of global contexts provided by
styled-components (the library used to manage the project’s styles). In summary, within the project there
exists a component whose fundamental role is to act as a provider of a general theme context for all of its children
(here context is interpreted in React terminology as a shared state to the component tree under the element that
acts as provider), so that all components that use styled-components and are within the scope of this provider
will have direct access to the theme variables.
The theme in question, i.e. the state that is shared with all the child components of the provider, has the following
signature:

interface IThemeContext {
theme: keyof AvailableThemes;
switchTheme: (theme: keyof AvailableThemes) => void;

}

export interface AvailableThemes {
light: DefaultTheme;
dark: DefaultTheme;

};

where AvailableThemes is an interface that declares the themes supported in this given instance of the appli-
cation (in this example, light and dark). DefaultTheme in turn is an interface that declares a series of properties
to be defined for each of the specific themes to be added to the application (such as background color or fonts to
be used for each type of text). The shared state object is basically composed of a key that specifies the identifier of
the theme to be used within the available themes object, and a theme change function by means of which any child
component is able to update the global configuration.
The theme provider itself can be seen in the code:

const Theme: React.FC = ({ children }) => {
const { theme } = useContext(ThemeContext);
return (
<ThemeProvider theme={themes[theme]}>
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<GlobalStyle />
{children}

</ThemeProvider>
);

};

where ThemeContext is a concrete React context created through a React.createContext call. On the other
hand, the GlobalStyle element acts as a general style to be used throughout the application and serves as a
base with global settings, which can later be overwritten by specific themes or styles. A usage example of these
global themes from a particular component could be:

export const InputText = styled.input‘
font-size: 0.9em;
font-weight: 200;
font-family: ${props => props.theme.contentFont};
line-height: 135%;
width: 85%;
margin-top: 0.2em;
color: ${props => props.theme.textColor};
border: none;
border-bottom: 2px solid transparent;
outline: none;
padding: 2px 0;
background-color: transparent;
transition: all 0s;

‘;

Here the access to the theming is done from props.theme, where styled-components injects the theme set
in the Theme component shown above. The theme changes in the current version of the framework are performed
through the Header component, where the switchTheme function is used to alternate between light and dark
theme to exemplify the use of this functionality.
The approach used to manage the problem of languages and content internationalization is very similar to the
one used in the case of global theming and styles, in that it essentially uses a component that exposes a global
context with an object designed to manage the key-value mappings and translations for the language selected at
the time, which its children can access whenever they need to. In this case, the provider is given by a component
supplied by the react-i18next library, in charge of implementing the i18n internationalization mechanism within
the application. The usage model for this context is, however, different from the approach used in the case of the
styling. At the configuration level, it is first necessary to include key-value JSON files for each of the namespaces to
be supported (in this particular case, one for the general elements of the application, and another for each template
or activity to be implemented), and one for each language to be supported within that namespace. A fragment of
such a file for the “gamGame” namespace, for English and Italian languages is shown here:

{ // gamGame/en.json
...
"youreAboutToChooseArtwork": "You’re about to choose {{artwork}} as your
next artwork. Continue with this choice?",
...

}

{ // gamGame/it.json
...
"youreAboutToChooseArtwork": "Hai scelto {{artwork}}. Continuare?",
...

}

Secondly, at the usage level, it is necessary to utilize the useTranslation hook from any component that wishes
to access the internationalization services before being able to make use of the translation or language change func-
tions. This hook must be declared with the name of the namespace on which to instantiate the relevant translation
functions. On a practical level, a sample code for a component within the Narrative Game use case might look like:
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const { t } = useTranslation(’gamGame’);

// returns interpolated translation in selected language
const localisedText = t(’youreAboutToChooseArtwork’, { artwork: artwork.title });

As can be observed in the example, it is sufficient to call the function t obtained from the globally exposed interna-
tionalization hook to retrieve a string localized to the currently selected language. Note that this infrastructure also
supports interpolation mechanisms, by means of which it is possible to include variables within localized strings, and
even apply rules concerning gender, pluralization, etc.

8.3 Accesibility

Ensuring that a webapp is accessible is crucial and should be prioritized to enable all users, regardless of their
physical, cognitive, or sensory abilities, to effectively and comfortably access, comprehend, and navigate the content.
At inSpice, we recognize the importance of this matter and have taken proactive measures to implement inclusive
design practices and adhere to the most stringent accessibility standards, such as compliance with the Web Content
Accessibility Guidelines (WCAG).

8.3.1 WCAG standard for web apps

The WCAG standard represents a set of guidelines conceived by the Web Accessibility Initiative (WAI) belonging
to the World Wide Web Consortium (W3C), whose purpose is to ensure the accessibility of online content for all
people. The most recent version, WCAG 2.1, establishes three levels of compliance, these being: A (minimum), AA
(recommended), and AAA (optimal), and the recommended AA accessibility level has been chosen to be integrated
into this project.
In relation to the guidelines that have been implemented in the project, the following can be highlighted:

• Text alternatives: textual alternatives are provided for all non-textual content, such as images and videos,
through the use of “alt” tags and detailed descriptions. This approach improves accessibility for people with
visual impairments who use screen readers and facilitates content understanding for users with reading and
learning difficulties.

• Navigation and structure: the webapp follows a logical and coherent content structure, using headers, lists,
and semantic elements to simplify navigation through keyboard and screen readers. This makes it easier to
access information in an organized and agile way.

• Color contrast and font size: minimum color contrast and font size requirements set at the AA compliance
level are ensured, guaranteeing that content is readable for users with visual impairments. This aspect is of
great importance as it facilitates text reading for users with low vision or color blindness and generally improves
the readability of content on different devices and lighting conditions.

• Screen reader compatibility: the screen reader is an accessibility tool that enables people with visual dis-
abilities to interact with a computer or mobile device. Essentially, it transforms screen content into text or voice,
allowing blind or low vision users to access information and use the device’s functions. In this case, the we-
bapp is compatible with popular screen readers, such as VoiceOver on iOS devices or TalkBack on Android
devices, which has required the use of appropriate ARIA attributes and roles for proper implementation.

By applying these guidelines, greater accessibility has been achieved in the project, allowing a wider audience to
access and enjoy the content and experience offered.

8.3.2 Accesibility and Usability in Visual Stories

As previously mentioned, the use case for the GAM Game is fully supported by the Visual Story activity template,
which underwent multiple iterations to ensure the usability and accessibility of the application for the target user
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groups. Specifically, the GAM Game is largely aimed at deaf visitors to museum exhibitions, and therefore poses
a challenge in terms of accessibility, requiring stricter compliance with regulations and extensive usability testing
to ensure that the application meets the needs of the end user. The following are the most important points and
conclusions reached during the various iterations of the system:

1. Whenever possible, simple visual elements in the form of strategically placed icons are preferred over text.
A clear example is provided by interfaces where the user must specify their response to prompts such as “it
makes me feel...” or “it reminds me of...,” where the initial design featuring complete text on the prompt selec-
tion buttons was gradually replaced with progressively shorter labels, ultimately opting for easily recognizable
icons for users. In the case of menus, such as the side navigation menu, each navigation keyword is always
accompanied by a visual icon to reinforce understanding of the associated concept.

2. The application’s texts should be as concise as possible to facilitate user understanding. One of the most
frequently detected problems in the development iterations was that users had difficulty understanding the
instructions written for the story generation phases in the GAM Game. After a more thorough analysis, it was
found that, for this user profile, information should appear in the most condensed and clear form possible due
to the special needs of the participants. This led to a rewriting of the texts in both English and Italian to reduce
them to the minimum length that would allow the original message to be expressed.

3. The difference between enabled and disabled elements should be as evident as possible, applying strategies of
contrast through colors, opacities, or shadows among others, and the same applies to distinguish interactable
from non-interactable elements, or selected from non-selected ones.

4. To the extent possible, every time an instruction text mentions an application functionality, a hyperlink to the
corresponding page or tool is included so that the user can be redirected to it by clicking on the text. Initially,
the location of the different options was simply indicated with expressions such as “you can find the access
to the collection in the side menu”, whereas now each of these phrases is properly equipped with a clickable
and appropriately labeled and underlined link to reduce frustration for those users with more difficulties finding
them.

8.4 Interaction between Client and Server projects

Although we will not go into detail about the implementation or architecture of the inSPICE server, since it is a
fairly standard backend from an architectural point of view, it is worth clarifying some considerations about its use,
especially with regard to authentication and performance.
One of the major problems that arise when trying to access an API for which some kind of key or user authentication
protocol is required from a JS-based frontend is that, if one wishes to be able to make the request from the web
application itself, the keys to be used must be either supplied by the users themselves from the browser at some
point in the flow (which could only be sensible if all users were administrators, but museum users need not have API
keys to access the LDH), or set as compiler variables that are "saved" in the final code that is served to the client in
the browser (which raises a security concern by essentially rendering these credentials public).
The simplest way to manage this problem is to delegate all the access logic to protected services, such as the LDH,
to a dedicated server with its own credential management system and to issue access tokens to users who are
properly authenticated within the application. Thus, all the API keys for access to protected services are kept secure
within the backend of our application, and the frontend is restricted to making requests directly to this server every
time it needs to access any of its functionalities, without compromising confidential keys.
In this context, some endpoints are publicly available to any user regardless of whether or not they are logged
into the application (for instance, obtaining a list of artworks accessible from an activity is considered a publicly
accessible query), while others are restricted to authenticated users (viewing content generated by the current user,
uploading one’ s own content, etc.). Any flow limited to authenticated users is locked behind a GuardedRoute,
an auxiliary component that wraps any element that requires authentication and redirects the user to the login page
if it is detected that they are not yet authenticated at rendering time. Additionally, the application exposes a global
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context intended to make the current user’s authentication data (backend token, current user profile, etc) accessible,
so that any component may retrieve this information when needed (e.g. to query user profile data in prompts). Some
examples of inSPICE server endpoints, for authentication and Narrative Game related services, may be found in
figures 8.4 and 8.5, respectively.

Figure 8.4: Auth server-side endpoints.

Figure 8.5: Narrative Game server-side endpoints.

Authentication follows a user/password scheme, where the application makes the login request to the server with
the credentials provided by the user and, if valid, receives a JWT token that can be used in subsequent requests to
access protected services (and which is stored in the global context mentioned above). The user data, including the
hash of the password set at registration, is kept in a MongoDB database managed by the same server, and is never
included in the LDH, in order to keep this information as isolated as possible from the general data persistence.
Entries in such a database must be kept consistent with entries in anonymized user profile collections in the LDH,
using a common identifier in order to be able to access the information provided by that model when needed. An
overview of the authentication process can be seen within the diagram in figure 8.6.

Figure 8.6: Flow Diagram for the authentication process of inSPICE.
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8.5 Linking to Community Models

Among the tasks assigned to WP3 (Modelling and Recommendation) is the development of tools to support the
exploration of user interpretations of museum objects. One of these tools is the community modeler and visualizer
of implicit communities in the user interaction data with the artifacts of the museums participating in the project, for
which several demos have been presented in recent months to showcase its capabilities. Although we will not go
into details about the operation of this tool, it should be noted that it has recently begun to be integrated into the
framework for the visualization of communities generated from records of the linked data hub. The communication
process between inSPICE and this tool can be described in the following fundamental steps:

1. The museum curator can request a visualization of implicit communities for one of the activities they have
created, from an option enabled for this purpose in the inSPICE activity dashboard.

2. The inSPICE server receives the request, and proceeds to preprocess the data associated with the chosen
activity before sending it to the community modeling server. The preparation of the data involves hydrating
each LDH document associated with the requested activity with fields intended to represent the feelings and
emotions triggered by each of the contributions included in the interaction. This step strongly depends on the
structure of each type of contribution, requiring that a specific hydration process be written for each document
schema to be transformed. As an example, in the case of the Narrative Game, user contributions are given
in the form of stories that include fields for textual responses to prompts, emojis, tags, and the artwork itself
used as building blocks of the narratives. For each of these pieces of information, it is possible to make use
of the Semantic Annotator (SSA) developed by WP3 to extract a document via SPARQL with the information
related to the elicited emotions, as can be seen in figure 8.7. In this example, the result of processing the
user response “stupid and horrible” in relation to their perception of a work is labeled with high values in the
categories of toxicity, insults and negativity, among other emotions that are not shown in the image. The
joint result of applying this analysis to all parts of an interaction document is added as an additional field to it
progressively during this step.

Figure 8.7: Sample response from SSA to a text interaction “stupid and horrible”.

3. The annotated data is sent to a dedicated Community Modeler endpoint, starting its processing. Since this is
a computationally expensive task, the request returns a 303 code indicating that the result will be available for
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display after a certain amount of time in a generated url. Once the generation is complete, the link becomes
visible to the museum curator from inSPICE, resulting in an external visualization on the VISIR platform, similar
to the one shown in figure 8.8.

Figure 8.8: Community Modelling tool to visualize implicit communities in a Narrative Game activity.
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9 Conclusions

This report presented the final deliverable of WP5 of the SPICE project, focusing on the interfaces for citizen curation
activities developed in the project. It contains a description of the interfaces developed for the SPICE pilot applica-
tions, along with the community visualization tools that support reflection activities in those applications. VISIR, the
community visualization tool is available for testing at https://gjimenezucm.github.io/SPICE-VISIR/ and the code is
available open source at https://github.com/spice-h2020/VISIR.
The document also contains a description of the inSPICE system and its underlying framework, including the general
architecture and common components of the inSPICE system, the specifics of the three main script families sup-
ported by inSPICE (visual stories, multistage forms and escape rooms) and a technical description of the underlying
inSPICE framework. An inSPICE demo is available at http://spice.padaonegames.com, and the code is available open
source at https://github.com/padaonegames/inspice along with its interactive documentation in Storybook format, in
http://testspice.padaonegames.com/doc/index.html.
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